82C566/82C567/82C568

Viper-MAX Chipset
Scaleable MultiMedia PC Solution

1.0 Features

CPU Interface ' * Programmable write policy:

« Fully supports all Intel® 3.3V Pentium™ processors - Write-back
(P54C™, PS5C™, PS5CT™) at 50, 60, and 66.667MHz - Adaptive write-back

* Supports AMD® K86™ and Cyrix® 6x86 processors - Write-through
» Supports the Cyrix 6x86 processor linear burst mode DRAM interface
» Supports both Unified Memory Architecture (UMA) and

» Chipset solution: non-UMA interfaces

- One Data Buffer Controller (82C566)

- One System Controller (82C567) » Supports symmetrical and asymmetrical DRAMs
- One Integrated Peripherals Controller (82C568) - Supports both 3.3V and 5.0V DRAM devices
* Supports CPU address pipelining » Supports 64-bit wide DRAM devices with 256KB, 512KB,

Cache Interface 1MB, 2MB, 4MB, 8MB, and 16MB addressing

) Suppon four types of devices: . SUpponS DRAM Conﬁgufations up to 512MB ]

- Synchronous SRAM bursting at 3-1-1-1 * Six banks of FP mode DRAMs (7-3-3-3 at 66MHz)
- Pipelined burst SRAM bursting at 3-1-1-1 :

- Sony SONIC-2WP™ module bursting at 2-1-1-1
- Asynchronous SRAM bursting at 3-2-2-2

* Six banks of EDO DRAM support with auto detection
(5-2-2-2 at 66MHz) '

- Supports four cache sizes: * Four banks of BEDO (burst EDO) (X-1-1-1 at 66MHz)

- 256KB, 512KB, 1MB. and 2MB * Four banks of SDRAM (synchronous DRAM)
(X-1-1-1 at 66MH2z)

Figure 1-1  Viper-MAX System Block Diagram
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Features (cont.)

Deep butfering for DRAM performance

- Six quad-word CPU-to-DRAM write posting
- 24 double-word PCl-to-DRAM write posting
- 24 double-word DRAM-to-PCl read prefetch

Supports mixed DRAM memory technologies
- FP mode/EDO/SDRAM
- FP mode/EDO/BEDO

Memory parity support

Programmable drive currents for the DRAM control signals
Hidden refresh with CAS-before-RAS refresh supported
Self-refresh supported during Suspend mode

Support for two programmable non-cacheable memory
regions

Unified Memory Interface

Industry Standard UMA implementation
Conﬁpatible with all major graphics chip vendors

Supports 0.5, 1.0, 2.0, 3.0, and 4.0MB of shared frame
buffer for GUI (Graphical User Interface) within system
DRAM

Two-pin arbitration scheme with muitiple request levels

PCl Interface

PCI Specification 2.1 compliant
- Supports delayed transactions

X-1-1-1 PCI to memory burst transfer performance (trans-
fer rate > 100MB/sec)

Interfaces the CPU and standard buses to Peripheral
Component Interconnect (PCl) operating in synchronous/
asynchronous modes

CPU-to-PCI deep write posting buffers (six double-words)

PCl-to-DRAM deep write posting and read prefetch buffers
(24 double-words)

Supports five PCl masters and six 1SA slots
Supports PCI pre-snoop for PCl masters

PCl byte/word merge support for CPU accesses to PCI
bus, and support for PCI prefetch

Several levels of concurrence

- PCl-to-PCl / CPU-to-memory
- PCIl-to-DRAM / CPU-to-cache
- CPU-to-PCl / GUI-to-memory

IDE Interface

Integrated bus master IDE conforms to SFF Specification
Two channels supported (up to four devices)

PIO Mode transfer support (up to Mode 5)

Enhanced ATA Specification support

Single- and/or Multi-Word DMA Mode 2 timing
Scatter/Gather feature

Built-in FIFOs with data prefetch and post write support

Universal Serial Bus

Support for Universal Serial Bus (USB) interface for serial
peripherals

System /O and Power Management

Enhanced DMA interface

- Type F DMA for faster device transfer

- Distributed DMA for moving iSA function to PCl

- Buffered DMA for efficient PCI/DRAM bandwidth

- Two steerable DMA channels for motherboard plug and
play

Enhanced interrupt interface

- Serial interrupt for moving ISA function to PCI

- Two steerable interrupts for motherboard plug and play

includes a fully integrated 82C206 with external real-time
clock (RTC) interface

Facility to read current CMOS index

“True” GREEN power management support, with support
for STPCLK# modulation and the CPU stop clock state

Packaged in three 208-pin PQFPs (Plastic Quad Flat
Packs)
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2.0 Overview

The OPTI Viper-MAX Chipset provides a highly integrated
solution for fully compatible, high performance PC/AT piat-
forms based on the Intel® 3.3V Pentium™ Processor, Cyrix®
6x86™ Processor, and AMD® K86™ Processor. As the latest
member of the Desktop Viper Chipset Family, it is designed
from its inception to be the highest performance Pentium
chipset ever. its feature set can be scaled to address entry
level UMA-based system to high-end non-UMA work stations
and servers. The deep buffers in the Viper-MAX minimize
system leve! latencies and maximize through-puts to both
DRAM and PCI subsystems.

The chipset provides 64-bit core logic, with Unified Memory
Architecture (UMA), and integrated PCI support, plus sophis-
ticated power management features. This highly integrated
approach supplies the foundation for a cost effective platform
without compromising performance. its feature set furnishes
an array of control and status monitoring options that are
accessed through a simple and straightforward interface. All
major BIOS vendors provide extensive software hooks that
allow system designers to integrate their own special features
with minimat effort.

2.1 82C566 Data Buffer Controller

The 82C566 performs the task of buffering the CPU to the
DRAM memory data path.

* CPU to memory data buffer
¢ CPU to PCl local bus buffer
» Memory to PCl local bus buffer

» 208-pin PQFP
Figure 2-1 shows a logic block diagram of the 82C566.

2.2 82C567 System Controller

The 82C567 provides the control functions for the host CPU
interface, the 64-bit Level-2 (L2) cache, the 64-bit DRAM bus,
and the PCI interface. The 82C567 controls the data flow
between the CPU bus, the DRAM bus, the local buses, and
the 8/16-bit ISA bus. It interprets and translates cycles from
the CPU, PCI bus master, ISA master, and DMA to the host
memory, PCl bus slave, or ISA bus devices. The 82C567
also serves as the UMA (Unified Memory Architecture) and
USB (Universal Serial Bus) protocol interface.

« 3.3V CPU interface
* DRAM controller

e L1/L2 cache controller
« UMA arbiter

» USB interface

« PCl interface

* Arbitration logic

¢ Data bus buffer control (memory data bus to and from host
data bus)

s 208-pin PQFP

Figure 2-2 shows a logic block diagram of the 82C567 and
Figure 2-3 shows the UMA protocol.

Figure 2-1 82C566 Logic Block Diagram
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]
Figure 2-2  82C567 Logic Block Diagram
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Figure 2-3  Unified Memory Architecture
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2.3 82C568 Integrated Peripherals Controller

The 82C568 contains the ISA bus controller and includes an  » Port B and Port 092h Register
82C206, RTC interface, DMA controller, serial interrupt con- « 208-pin PQEP

troller and distributed DMA. It also has a sophisticated sys-
tem power management unit. Figure 2-4 shows a logic block diagram of the 82C568.

* |SA bus controller
* Master mode IDE

* Type F DMA support

¢ Integrated 82C206 IPC

» System power management functions

* PCl local bus interface

* PCI to ISA expansion bridge

« Serial interrupt controller

» Distributed DMA

» Keyboard emulation of A20M# and CPU warm reset

912-2000-014 B 900419t 0002603 420 M

Revision: 3.0



82C566/82C567/82C568
Seuoopieetoorioets oo oo

Figure 2-4  82C568 Logic Block Diagram
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3.0 Signal Definitions

3.1  Terminology/Nomenclature Conventions

The “#” symbol at the end of a signal name indicates that the
active, or asserted state occurs when the signal is at a low
voltage level. When “#” is not present after the signal name,
the signal is asserted when at the high voltage level.

The terms “assertion” and “negation” are used extensively.
This is done to avoid confusion when working with a mixture
of “active low” and “active high” signals. The term “assert”, or
“assertion” indicates that a signal is active, independent of
whether that level is represented by a high or low voltage.
The term “negate”, or “negation” indicates that a signal is
inactive.

Some of the pin functions in the Viper-MAX Chipset are time-
muitiplexed, some have strap options, and some are selected

via register programming. Included in each device's signal
description is a column titled “Selected By” which explains
how to implement/invoke the various functions that a pin may
have. The terms PCIDV0, PCIDV1, and SYSCFG relate to
registers located in the PCl Configuration Register Spaces
and System Configuration Register Space of the Viper-MAX
Chipset. Refer to Section 5.0, "Register Descriptions" for
more details regarding these register spaces and their
access mechanisms.

The tables in this section use several common abbreviations.
Table 3-1 lists the mnemonics and their meanings. Note that
TTL/CMOS/Schmitt-trigger levels pertain to inputs only. Qut-
puts are driven at CMOS levels,

Table 3-1 Signal Definitions Legend
Mnemonic Description
Analg Analog-level compatible
CMOS CMOS-level compatible
Dcdr Decoder
Ext External
G Ground
Int Internal
I{e] Input/Output
Mux Multiplexer
oD Open drain
P Power
PD Pull-down resistor
PU Pull-up resistor
S Schmitt-trigger
TTL TTL-level compatible
VCC3 3.3V power plane
VCC5 5.0V power plane
VCC_AT ISA bus power plane
VCC_MEM Memory power plane
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]
Figure 3-1 82C566 Pin Diagram
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Table 3-2 82C566 Numerical Pin Cross-Reference List

Pin Pin Drive | Pwr Pin Pin Drive | Pwr Pin Pin Drive Pwr
No. | Pin Name Type (mA) v) No. |Pin Name Type (mA) V) No. | Pin Name Type (mA) V)
1|VCCS I-P 47 |DLE1# I-TTL 5.0 93| HD27 IfO-TTL 8 33
2{MMDO ¥O-CMOS 4 5.0 PPSEL 94 (HD26 1O-TTL 8 3.3
3{MMD1 O-CMOS 4 5.0 48 | MPERR# 1O-TTL 4 5.0 95| HD25 O-TTL 8 33
4\MMD2 YO-CMOS 4 5.0 IADV# 96 [HD24 YO-TTL 8 3.3
5{MMD3 /0-CMOS 4 5.0 49|HD63 I1O-TTL 8 3.3 97 1HD23 VO-TTL 8 33
& |MMD4 /0-CMOS 4 5.0 50(HD62 VO-TTL 8 3.3 98 |HD22 VO-TTL 8 3.3
7 {MMDS5 #O-CMOS 4 5.0 51|HD61 ¥O-TTL 8 3.3 99{HD21 1O-TTL 8 33
8|MMD6 1¥O-CMOS 4 5.0 52|GND -G 100{HD20 YO-TTL 8 3.3
9IMMD7 /O-CMOS 4 5.0 53[vCC3 I-P 101 |HD18 YO-TTL 8 3.3
10{MMD8 1#Q-CMOS 4 5.0 54 [HD60 IfO-TTL 8 33 102{HD18 I/O-TTL 8 33
11|VCCS -P 55(HD59 11O-TTL 8 3.3 103 |HD17 17O-TTL 8 3.3
12|MMD9 1/0-CMOS 4 5.0 56 |HD58 VO-TTL 8 3.3 104 | GND -G
13 {MMD10 /0-CMQOS 4 5.0 57 |HD57 I/O-TTL 8 a3 105|{VCC3 I-P
14 |MMD11 11O-CMOS 4 5.0 58 HD56 I¥O-TTL 8 3.3 106|HD16 /O-TTL 8 33
15{MMD12 1/0-CMOS 4 5.0 59(HDs5 I/O-TTL 8 3.3 107 |HD15 I/O-TTL 8 33
16 {MMD13 1/0-CMOS 4 5.0 60 [HD54 fO-TTL 8 33 108 |HD14 /O-TTL 8 33
17 {GND -G 61|HDS3 IfO-TTL 8 33 109{HD13 . 1/O-TTL 8 3.3
18| MMD 14 1/0-CMOS 4 5.0 62 [HD52 1/O-TTL 8 3.3 110|HD12 ¥O-TTL 8 3.3
19{MMD15 1/1O-CMOS 4 5.0 63|VCC3 -P 111|HD11 /O-TTL 8 33
20MMD16 I/O-CMQOS 4 5.0 64 |HD51 l/O-TTL 8 3.3 112|HD10 1/0-TTL 8 .3.3
21|VCC5 I-P 65|HD50 If/O-TTL 8 3.3 113[H4D9 ¥O-TTL 8 3.3
22|MMD17 /O-CMOS 4 5.0 66 |GND -G 114,HD8 1/O-TTL 8 3.3
23{MMD18 /0-CMQOS 4 5.0 67 |HD43 1/O-TTL 8 33 115{HD7 YO-TTL 8 3.3
24 |MMD19 ¥O-CMOS 4 5.0 68 |HD48 1/O-TTL 8 3.3 116 GND G
25|MMD20 /O-CMOS 4 5.0 69 |HD47 VO-TTL 8 33 117 |HD6 YO-TTL 8 3.3
26 |MMD21 1/O-CMOS 4 5.0 70| HD46 11O-TTL 8 3.3 1181HD5 /O-TTL 8 3.3
27 |MMD22 1/0-CMOS 4 5.0 71|HD45 O-TTL 8 3.3 119|HD4 ¥O-TTL 8 3.3
28 |MMD23 /0-CMOS 4 5.0 72 |HD44 O-TTL 8 33 120{VCC3
29 |MMD24 1/0-CMOS 4 5.0 73(vCC3 1-P 121}HD3 17O-TTL 8 3.3
30 |MMD25 /O-CMOS 4 5.0 74 |HD43 I/O-TTL 8 3.3 122 |HD2 /O-TTL 8 33
31|MMD26 1/0-CMOS 4 5.0 75|HD42 Io-TTL 8 3.3 123 |HD1 1O-TTL 8 3.3
32|MMD27 1/0-CMOS 4 5.0 76 |HD41 O-TTL 8 33 124 [HDO /O-TTL 8 3.3
33|VCCs I-P 77 |HD40 VO-TTL 8 3.3 125|MPO I10-CMOS 4 3.3/5.0
34 |CPUCLK I-TTL 5.0 78|HD39 VO-TTL 8 3.3 BEO#
35|GND -G 79(HD38 /O-TTL 8 33 126 [MP1 #fO-CMOS 8 3.3/5.0
36 |MMD28 ¥O-CMOS 4 5.0 80|GND -G BE1#
37|MMD29 ¥0-CMOS 4 5.0 81|HD37 IfO-TTL 8 3.3 127 |MP2 #/O-CMOS 8 3.3/5.0
38| MMD30 ¥O-CMOS 4 5.0 821HD36 /O-TTL 8 33 BE2#
391MMD31 ¥O-CMOS 4 5.0 83|HD35 IO-TTL 8 3.3 128{MP3 ¥O-CMOS 8 3.3/5.0
40| DBCTLO# -TTL 5.0 84 [HD34 11O-TTL 8 3.3 BE3#
41 |SDRAM_EDO -TTL 5.0 85|HD33 1/O-TTL 8 33 129 GND -G
42 |HDOE# -TTL 5.0 . 86 [HD32 I¥O-TTL 8 3.3 130 | MP4 1fO-CMOS 8 3.3/5.0
43 |MDOE# -TTL 5.0 87 |HD31 IfO-TTL 8 3.3 BE4#
DBCTL2# 88 |HD30 VO-TTL 8 3.3 131 [MP5 11O-CMOS 8 3.3/5.0
44 | QADV# I-TTL 5.0 89 (HD29 /YO-TTL 8 33 BES#
45 | MMDOE# I-TTL 5.0 90 (HD28 YO-TTL 8 3.3 132 | MP6 1O-CMOS 8 3.3/5.0
DBCTL1# 91[vCC3 I-P BE6#
46| DLEO# -TTL 5.0 92| GND -G
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—— ]
82C566 Numerical Pin Cross-Reference List (cont.)
Pin Pin Drive | Pwr Pin Pin Drive | Pwr Pin Pin Drive { Pwr
No. | Pin Name Type (mA) V) No. | Pin Name Type (mA) V) No. |Pin Name Type (mA) V)
133|MP7 VO-CMOS 8 3.3/5.0 158 (MD27 /O-LMOS 8 3.3/5.0 184 |MD36 /O-CMOS 8 3.3/5.0
BE7# 159 [MD26 /O-CMQOS 8 3.3/5.0 185|MD35 I/O-CMOS 8 3.3/5.0
134 MD63 I/O-CMQS 8 3.3/5.0 160{MD25 /O-CMOS 8 3.3/5.0 186 |MD34 /O-CMOS 8 3.3/5.0
135 [MD62 110-CMQS 8 3.3/5.0 161{MD24 I1Q-CMOS 8 3.3/5.0 187 [MD33 110-CMOS 8 3.3/5.0
136 |MD61 1O-CMQOS 8 3.3/5.0 162 MD23 O-CMQS 8 3.3/5.0 188|VCCI/5 I-P
137 |MD&0 O-CMOS 8 3.3/5.0 163 |MD22 I/O-CMOS 8 3.3/5.0 189{MD32 ¥O-CMOS 8 3.3/5.0
138{MD59 /0-CMOS 8 3.3/5.0 164 {MD21 11O-CMOS 8 3.3/5.0 190(MD15 1/1Q-CMOS 8 3.3/5.0
1391 MD58 I/0-CMOS 8 3.3/5.0 165|MD20 11O-CMOS 8 3.3/5.0 191|MD14 1/O-CMOS 8 3.3/5.0
140{MD57 1/0-CMOS 8 3.3/5.0 166 (MD19 I0-CMQS 8 3.3/5.0 192|MD13 /O-CMOS 8 3.3/5.0
141|MD56 O-CMOS 8 3.3/5.0 167 |MD18 1/O-CMOS 8 3.3/5.0 193{MD12 /0-CMOS 8 3.3/5.0
142|GND -G 168 {MD17 ¥Q-CMQS 8 3.3/5.0 194 |MD11 /O-CMOS 8 3.3/5.0
143|MD55 I/O-CMOS 8 3.3/5.0 169{GND -G 195|GND -G
144 |VCC3/5 -P 170IMD16 1/0-CMOS 8 3.3/5.0 196 |MD10 17O-CMOS 8 3.3/5.0
1451 MD54 ¥O-CMOS 8 3.3/5.0 171{VCC3/5 -P 197 [MD9 1/0-CMOS 8 3.3/5.0
146 |{MD53 1/O-CMOS 8 3.3/5.0 172 |MD47 'I/O—CMOS 8 3.3/5.0 198 | MD8 WO-CMOS 8 3.3/5.0
147 |MD52 YO-CMOS 8 3.3/5.0 1731MD46 /O-CMOS 8 3.3/5.0 199 (MD7 1/0-CMOS 8 3.3/5.0
148 MD51 1/10-CMOS 8 3.3/5.0 174 MD45 I/OLCCMOS 8 3.3/5.0 200 |MD8 1/10-CMOS 8 3.3/5.0
149|MD50 10-CMOS 8 3.3/5.0 175|MD44 I10-CMOS 8 3.3/5.0 201|MD5 ¥0-CMOS 8 3.3/5.0
150|MD49 /O-CMQS 8 3.3/5.0 176 |MD43 /O:CMOS 8 3.3/5.0 202 [VCC3/5 I-p
151 |{MD48 1/O-CMOS 8 3.3/56.0 177 |MD42 Vo.-CMOS 8 3.3/5.0 2031MD4 VO-CMOS 8 3.3/5.0
152 {MD31 ¥O-CMQS 8 3.3/5.0 178 {MD41 /O-CMOS 8 3.3/5.0 204 | MD3 /0-CMOS 8 3.3/5.0
_153|MD30 | ¥OCMOS 8 3.3/5.0 1791MD40 1/O*CMOS 8 3.3/5.0 205 |MD2 /O-CMOS 8 3.3/5.0
154 |\MD29 1/0-CMOS 8 3.3/5.0 180|MD39 ¥O-CMQOS 8 3.3/5.0 206 |MD1 /O-CMOS 8 3.3/5.0
155|/MD28 11Q-CMOS 8 3.3/5.0 181|MD38 1/O:-CMOS 8 3.3/5.0 207 |[MDO : /O-CMOS 8 3.3/5.0
156 | GND- I-G 1821 GND fI-G 208|GND -G
157 |VCC3/5 -P 183;MD37 /O-CMOS 8 3.3/5.0
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82C566/82C567/82C568

Table 3-3 82C566 Alphabetical Pin Cross-Reference List

Pin Pin Pin Pin

Pin Name No. Pin Name No. Pin Name No. Pin Name No.

CPUCLK 34 HO33 85 MD20 165 MMD7 g
DBCTLO# 40 HD34 84 MD21 164 MMD8 10
DLEO# 46 HO35 83 MD22 163 MMD9 12
DLE1#+PPSEL 47 HD36 82 MD23 162 MMD10 13
GND 17 HO37 81 MD24 161 MMD11 14
GND 35 HD38 79 MD25 160 MMD12 15
GND 52 HD39 78 MD26 159 MMD13 16
GND 66 HD40 77 MD27 158 MMD14 18
GND 80 HD41 76 MD28 155 MMD15 19
GND 92 HD42 75 MD29 154 MMD16 20
GND 104 HD43 74 MD30 153 MMD17 22
GND 116 HD44 72 MD31 152 MMD18 23
GND 129 HD45 71 MD32 189 MMD19 24
GND 142 HD46 70 MD33 187 MMD20 25
GND 156 HD47 69 MD34 186 MMD21 26
GND 169 HD48 68 MD35 185 MMD22 27
GND 182 HD49 67 MD36 184 MMD23 28
GND 195 HD50 65 MD37 183 MMD24 29
GND 208 HDS1 64 MD38 181 MMD25 30
HDO 124 HD52 62 MD39 180 MMD26 31
HD1 123 HD53 61 MD40 179 MmMD27 32
HD2 122 HD54 80 MD41 178 MMD28 z 36
HD3 121 HD55 59 MD42 177 MMD29 . 37
HD4 119 HD56 58 MD43 176 MMD30 38
HDS 118 HD57 57 MD44 175 MMD31 39
HD6 117 HD58 56 MD45 174 MMDOE#+DBCTL1# ' 45
HD7 i 115 HD59 55 MD46 173 MPERR#+IADV# 48
HD8 114 HD&0 54 MD47 172 MPO+BEO# 125
HD9 113 HD61 51 MD48 151 MPt+BE1# ~ 126
HD10 112 HD62 50 MD49 150 MP2+BE2# 127
HD11 111 HD63 49 MD50 149 MP3+BE3# 128
HD12 110 HDOE# 42 MD51 148 MP4+BE4# 130
HD13 109 MDO 207 MD52 147 MP5+BES# 131
HD14 108 MD1 206 MDSs3 146 MP6&+BEG# 132
HD15 107 MD2 205 MD54 145 MP7+BE7# 133
HD16 106 MD3 204 MD55 : 143 OADV# 44
HD17 103 MD4 203 MD56 141 SDRAM_EDO 41
HD18 102 MD5 201 MD57 140 VCC3 53
HD19 101 MD6 200 MD58 139 VCC3 63
HD20 100 MD7 199 MD59 138 vCC3 73
HD21 99 MD8 198 MD60 137 VvCC3 91
HD22 98 MD9 197 MD61 136 VvCC3 108
HD23 97 MD10 196 MD62 135 VCC3 120
HD24 96 MD11 194 MD63 134 VCC3/5 144
HD25 95 MD12 193 MDOE#+DBCTL2# 43 VCC3/5 157
HD26 94 MD13 192 MMDO 2 VCC3/5 171
HD27 93 MD14 191 MMD1 3 VCC3/5 188
HD28 90 MD15 190 MMD2 4 VCC3/5 202
HD29 89 MD16 170 MMD3 5 VCC5 1
HD30 88 MD17 168 MMD4a 6 VCC5 R
HD31 87 MD18 167 MMD5 7 VCC5 21
HD32 86 MD19 166 MMD6 8 VCC5 33

912:2000-014 M 9004196 0002609 949 W Page 11

Revision: 3.0




82C566/82C567/82C568

3.2 82C566 Signal Descriptions
3.2.1 CPU Bus Interface Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
HD[63:0] 49:51, I/O-TTL Host Data Bus: These pins are bidirectional and connected directly to
54:62, (8mA) the CPU data bus and L2 cache data lines.
64, 65,
67.72,
74:79,
81:90,
93:103,
106:115,
117:119,
121:124
3.2.2 82C567 Interface Signals
Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

OADV# 44 -TTL Output Pointer Advance: This signal indicates to the 82C566 to out-
put the next quad-word in the deep buffer. A 10 ohm series resistor is
recommended on this signal.

DBCTLO# 40 I-TTL Data Buffer Control Line 0: DBCTLO# is used to control the data
paths when the deep buffers are enabled. A 10 ohm series resistor is
recommended on this signal.

MMDOE# 45 I-TTL | Cycle MMD Output Enable: DBCTLO# MDOE#+DBCTL2#,

Multiplexed | MMDOE#+DBCTL1#, and HDOE# form the encoded commands sent
from the 82C567 to the 82C566. These commands indicate the type of
cycle currently underway and enables the 82C566 to perform the
appropriate data steering, latching, and direction control. When
asserted, MMDOE# enables data to be put on the MMD bus for PCI
related operations.

DBCTL1# Data Buffer Control Line 1: DBCTL1# is used to control the data
paths when the deep buffers are enabled. A 10 ohm series resistor is
recommended on this signal.

MDOE# 43 I-TTL | Cycle Memory Data Output Enable: DBCTLO#, MDOE#+DBCTL2#,

Muitiplexed | MMDOE#+DBCTL1# and HDOE# form the encoded commands that
are sent out by the 82C567. When asserted, this signal enables data to
be put out on the MD bus. MDOE# is asserted for CPU writes to cache/
DRAM, CPU writes to PCI, PCI reads from cache/DRAM, L2 cache
write-back cycles, and PCl writes to DRAM. A 10 ohm series resistor is
recommended on this signal.

DBCTL2# Data Buffer Control Line 2: DBCTL2# is used to control the data

paths when the deep buffers are enabled. A 10 ohm series resistor is
recommended on this signal.

Page 12
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82C566/82C567/82C568

82C566 Signal Descriptions (cont.)

R —

Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

HDOE# 42 I-TTL Host Data Output Enable: HDOE# MDOE, MMDQE and DBCOE#
form the encoded commands that are sent out by the 82C567. When
asserted, HDOE# enables data to be put out on the HD bus. HDOE# is
asserted for CPU reads from DRAM/PCI bus, PCI writes to cache,
CPU linefills, Suspend mode indication, and reset state indication. A
10 ohm series resistor is recommended on this signal.

DLE1# 47 [-TTL | Cycle Data Latch Enable: This line is connected to the DLE 1# pin of the

Multiplexed | 82C567 and used to latch the HD, MD, and MMD data bus depending
on which cycle is occurring. A 10 ohm series resistor is recommended
on this signal.

PPSEL Ping-Pong Buffer Select: This signal is connected to the 82C567 and
is used to select between the ping-pong buffers. A 10 ohm series resis-
tor is recommended on this signal.

DLEO# 46 ] Data Latch Enable: This line is connected to the DLEO# pin of the
82C567 and used to latch the HD, MD, and MMD data bus depending
on which cycle is occurring. A 10 ohm series resistor is recommended

. on this signal.

SDRAM_EDO 41 FTTL SDRAM and EDO Cycle: This signal is connected to the 82C567 and
is used to select the special data paths required for SDRAM and EDO
memory cycles. A 10 ohm series resistor is recommended on this sig-
nal.

3.2.3 DRAM Interface Signals
Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

CPUCLK 34 I-TTL Clock: This input clock shouid be identical to the 82C567 CLK input
and the clock signal sent to the CPU.

MD[63:0] 134:141, 1/O- Memory Data Bus: These pins are connected directly to the DRAM

143, CMOS data bus. These lines have internal pull-up resistors.
145:151, | (8mA)
172:181,

183:187,
189,
152:155,
158:168,
170,
189,
190:194,
196:201,
203:207

912-2000-014
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82C566/82C567/82C568

82C566 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
MP[7:0] 133:130, I1O- Strap Memory Parity Bits: These pins are connected directly to the system

128:125 | CMOS | optionon DRAM parity lines.
(8mA) | MMD16

BE[7:0]# | Byte Enables: The byte enables indicate which byte lanes on the CPU
data bus are carrying valid data during the current bus cycle. If mem-
ory parity is disabled, then these may be connected to BE[7:0]#

MPERR# 48 o} PCIDVO Memory Parity Error Indicator: This pin is connected to the MPERR#
(4mA) 145h[1]=0 input of the 82C567. Itindicates the detection of a parity error during a

and read form DRAM is qualified within the 82C567 when parity is enabled.
45h[3] = 1

IADV# ! PCIDVO Input Pointer Advance: This signal is connected to the 82C567 and is
45h(1] =1 used to input the next quad-word into the deep buffer.
and
45h[3] =0

-3:2.4  82C568 Interface Signals

Signal
o - Pin Type Selected
‘Signal Name: | No. (Drive) By Signal Description
MMD[31:0] .| 39:36, 1/Q- IPC to DBC Data Path: These pins are connected directly to the
' : 32:22, CMOSs 82C568. This private bus serves as a conduit for CPU reads/writes to/
20:18, (4mA) from PCI/ISA. These lines have internal pull-up resistors.

16:12, During system reset, a special combination of DBCTLO#,

10:2 MDOE#+DBCTL2#, MMDOE#+DBCTL1#, and HDOE# will be sent out
by the 82C567 to the 82C566. During this, the 82C566 will sample the
MMD[14:0], MMD16, and MMD31 lines for its strap options at the rising
edge of DLEO#. Table 3-4 gives the strap options for these MMD lines.

3.25 Power and Ground Pins

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description

GND 17, 35, -G Ground Connection
52, 66,
80, 92,
104,
116,
129,
142,
156,
169,
182,
195, 208
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82C566 Signal Descriptions (cont.)

82C566/82C567/82C568

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
VCC3 53, 63, I-P Power Connection: 3.3V power plane
73, 91,
105, 120
VCC3/5 144, I-P Power Connection: These pins power the memory interface at either
157, 3.3V or 5.0V.
171, '
188, 202
VCC5 1, 11, I-P Power Connection: 5.0V power plane
21,33
Table 3-4  Available Strap Options on MMD Lines
Strap 0 1 (Defauit Setting) Condition("
MMDO | 3.3V DRAM 5.0V DRAM
MMD1 | Enable test mode Disable test mode
MMD2 | Test Mode O - Tristate all bidirectionals (except | Test Mode 1 - Tristate all bidirectionals and
MMD15, end of input and bidirectional NAND | (COT version only) disable MD and HD internal
chain present on MMD15) pull-up/-down resistors
MMD3 | Disable 82C566 config_write Enable 82C566 config_write ‘
MMD4 | EDO/SDRAM/BEDO FP Mode ' MMD3 =0
MMDS5 | Enable ping-pong buffer for PCI master read Disable ping-pong buffer for PCl master read | MMD3 =0
X-1-1-1 X-1-1-1
MMD6 | Enable ping-pong buffer for PCI master write Disable ping-pong buffer for PCI master write | MMD3 =0
X-1-1-1 X-1-1-1
MMD7 | BEDO SDRAM MMD3 =0,
MMD4 = 0,
and MMD31 =1
MMDS8 | Enable 6QW FIFQ for CPU write to DRAM Disable 6QW FIFO for CPU write to DRAM MMD3 =0
MMD9 | Enable 24DW FIFOQ for PCl write to DRAM Disable 24D W FIFQO for PCI write to DRAM MMD3 =0
MMD10 | Enable 24DW FIFO for PCl read from DRAM | Disable 24DW FIFO for PCI read from DRAM | MMD3 =0
MMD11 { Enable 6DW FIFQ for CPU write to PCI Disable 6DW FIFO for CPU write to PCI MMD3 =0
MMD12 | Disable MD bus internal pull-up resistors Enable MD bus internai pull-up resistors MMD3 =0
MMD13 | Enable byte merge for CPU write to DRAM Disable byte merge for CPU write to DRAM MMD3 =0
MMD14 | Enable byte merge for CPU write to PCl Disable byte merge for CPU write to PClI MMD3 =0
MMD16 | Enable parity generation and parity checking Disable parity generation and parity checking | MMD3 =0,
MMD13 =1,
and MMD14 =1
MMD31 | Enable SDRAM/BEDO Disable SDRAM/BEDO MMD3 =0

(1) When strap input MMD3 = 1, strap options on MMD31, MMD16 and MMD[14:4] have yet to be defined.

912-2000-014
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82C567 Pin Diagram

Figure 3-2
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82C566/82C567/82C568

Table 3-5 82C567 Numerical Pin Cross-Reference List
Pin Pin Drive Pwr Pin Pin Drive | Pwr Pin Pin Drive Pwr
No. |Pin Name Type (mA) V) No. |Pin Name Type (mA) [\%] No. | Pin Name Type (mA) (V)
1]vCC3 -P 47 |BE1# I-TTL 3.3 75|MA8 o] 47 5.0
2|ADS# 1/O-TTL 4 3.3 48 | BEO# I-TTL 3.3 76 |MA7 (0] 4" 5.0
3|BRDY# o] 8 33 49|HITM# I-TTL 3.3 77|MAG o} 4 5.0
4{NA# Q 8 3.3 50{SMIACT# I-TTL 3.3 78 MAS o] 4* 5.0
5|KEN# o 8 33 51| CACHE# I-TTL 3.3 79|MA4 o] 4 5.0
LMEM# 52| GND -G 80| MA3 Q 4* 5.0
6|EADS# o 8 3.3 53|vce3 I-P 81[MA2 0 4 50
WB/WT# 54| ECDOE# (o] 8 3.3 82 |MA1 (o] 4" 5.0
7{AHOLD 0 33 55| MEMR# I 3.3 83|MAO 0 4 5.0
8|BOFF# o} 8 33 OCDOE# 0 8 84|GND -G
9{LOCK# I-TTL 3.3 HLDA I-TTL 85{VCC3/5 -P
10{HA3 1fO-TTL 4 33 SDRAS# 0 86 | DWE# o] 16 5.0
11{HA4 1/O-TTL 4 33 56 ECAWE# (o] 3.3 SDWE#
12|HAS 1fO-TTL 4 3.3 CACS00# 87| RAS3# o) 4 5.0
13{HAB 1/QO-TTL 4 3.3 57 | MEMW# 1 3.3 SDCS3#
14 |HA7 YO-TTL 4 33 OCAWE# 0 8 88| RAS2# (o] 4 5.0
15|GND -G CACS10# SDCS2#
16 {HA8 VO-TTL 4 33 HOLD 83| RAST# Q 4" 5.0
17| HAQ 1/O-TTL 4 33 SDCAS# SDCS1#
18| HA10 1/O-TTL 4 33 58 HACALE o] 3.3 90 (RASO# 0 4* 5.0
19| HA11 1/Q-TTL 4 3.3 59|ECA4 Q 3.3 SDCS0o# .
20|1HA12 O-TTL 4 3.3 ADSC# 91 |CAS7# .+ 0 8 5.0
21|HA13 YO-TTL 4 3.3 60 [ECA3 Q 8 3.3 SDDQM7# .
22{HA14 11O-TTL 4 33 OCA4 92 |CASE# Q 8 5.0
23{HA15 /O-TTL 4 33 ADV# SDDQM6#
241HA16 O-TTL 4 3.3 61|GND -G 93| CAS5# o] 8 5.0
25|HA17 17Q-TTL 4 3.3 62| CACS7# (o] 4 3.3 SDDQMS#
26|HA18 1/O-TTL 4 33 CAWET7# 94 [CASa# o} 8 5.0
27 |HA19 1/Q-TTL 4 3.3 63 |CACSe# (o] 4 3.3 sSDoQM4a#
28|HA20 1/O-TTL 4 33 CAWES# 95|CAS3# 0 8 5.0
29 1HA21 1O-TTL 4 3.3 64 | CACS5# o} 4 3.3 SDDQM3#
30[HA22 1VO-TTL 4 33 CAWES# 96| GND -G
31[HA23 1O-TTL 4 3.3 65|CACS4# (v} 4 3.3 97 {CAS2# Q 8 5.0
32{HA24 1/QO-TTL 4 3.3 CAWE4# SDDQM2#
33[HA25 1V/O-TTL 4 3.3 66| CACS3# (o] 4 3.3 98 | CAS1# o] 8 5.0
34 [HA26 1/O-TTL 4 3.3 CAWE3# SODQM1#
35 {HA27 7O-TTL 4 3.3 67 |CACS2# (@] 4 3.3 99| CASO# 0 8 5.0
36 |HA28 /O-TTL 4 3.3 CAWE2# SDDQMO#
37 [HA29 /O-TTL 4 3.3 68| CACS1# o] 4 3.3 100 USBCLK I-TTL 5.0
38|VCC3 -P CAWE1# REFRESH#
39 |HA30 1/O-TTL 4 3.3 63| CACSO# o] 4 3.3 101|LA23 1/O-CMOS 5.0
40 [HA31 I/O-TTL 3.3 CAWEQ# 102 [LA22 1/0-CMOS 5.0
41 |BE7# I-TTL 3.3 70| PWRGD I-S 5.0 103 |LAZt 1/0-CMOS 5.0
42| BE6GH I-TTL 33 71|MAT1 4 5.0 104 [vCC -P
43|BES# I-TTL 33 RAS4# 105 |GND I-G
44 |BE4# I-TTL 3.3 72|MA10 Q 4* 5.0 106 {LA20 1/O-CMOS 8 5.0
45 |BE3# I-TTL 3.3 73[MA9 o] 4* 5.0 107 |LA19 1/0-CMOS 8 5.0
46 |BE2# -TTL 3.3 74|VCC3/5 I-P 108{LA18 1/0-CMOS 8 5.0
912-2000-014 M 900419k DOD2L1S 142 mm
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82C566/82C567/82C568

82C567 Numerical Pin Cross-Reference List (cont.)

Pin Pin Drive | Pwr Pin Pin Drive | Pwr Pin Pin Drive | Pwr

No. [Pin Name Type (mA) v) No. |Pin Name Type (mA) v) Na. | Pin Name Type {mA) wv)

109|LA17 1/O-CMOS 8 5.0 1541 AD16 1/O-TTL PCt 5.0 193 | TAGS VO-TTL 4 5.0

110[LA16 1/0-CMOS 8 5.0 155§AD15 YO-TTL PCl 5.0 194 TAG4 WO-TTL 4 5.0

111{LA15 O-CMOS 8 5.0 156 | GND -G 195{TAG3 YO-TTL 4 5.0

112 ({LA14 /0-CMOS 8 5.0 157|VCC I-P 196 | TAG2 WO-TTL 4 5.0

113|LA13 1/0-CMOS 8 5.0 1681AD14 /O-TTL PCIl 5.0 197 | TAG1 VO-TTL 4 5.0

114[LA12 1/10-CMOS 8 5.0 1591AD13 I1O-TTL PCI 5.0 198} TAGO O-TTL 4 5.0

115{LA1Y 1/0-CMOS 8 5.0 160{AD12 WO-TTL PCI 5.0 199 TAGWE# 0 8 5.0

116|LA10 1/10-CMOS 8 5.0 161{AD11 1/O-TTL PCI 5.0 200|GND -G

117|LAS ¥0-CMOS 8 5.0 162{AD10 I1O-TTL PCt 5.0 201 |USBDAT+ /O-Anaig 5.0

118 |DBCTLO# Q 8 5.0 163{AD9 I1O-TTL PCl 5.0 202 |USBDAT- 1/O-Analg 5.0

119|vCC P 164 AD8 VO-TTL PC! 5.0 203|vCC -P

120{SDRAM_EDO o] 8 5.0 165|GND -G 204 |[RESET 0 8 3.3

121 |MSGN2S 1O-TTL 4 5.0 166 |AD7 1VO-TTL PCI 5.0 205 |MNO# LTTL 3.3
AEN | 167 |AD6 Y¥O-TTL PCi 5.0 206 | D/C# -TTL 3.3

122 |MASTER# -CMOS 5.0 168 | ADS O-TTL PC! 5.0 207 |W/R# I-TTL 3.3

123 |NVMCS (o] 4 5.0 169|AD4 I/1O-TTL PCl 5.0 INV

124 | MSGS2N -TTL 5.0 170|AD3 ¥1Q-TTL | PCI 5.0 DIRTYO VO-TTL 4
USBGNT# ) 171]AD2 O-TTL PCI 5.0 208 GND -G

125{C/BE3# YO-TTL PClt 5.0 172|AD1 YO-TTL PCI 5.0 *The default drive is 4mA, however, by set-

126{C/BE2# .. | ¥O-TTL | PCI 5.0 173|ADO I/0-TTL PCl | 50 ting SYSCFG 18h[4] = 1 it can be increased

127|C/BE1# $O-TTL | PCI | 50 174|vee EINE to 16mA. :

128 |C/BEO# /O-TTL PCI 5.0 175)CLK 1-TTL 5.0

129\ GND h LG |- 176|GND -G

130|vCC I-P - 177 |MGNT# (o] 4 5.0

131|LCLK PTTL | 50 178 | MREQ# I-TTL 5.0

132 | PLOCK# YO-TTL PCI 5.0 179 | MPERR# 11O-TTL 4 5.0

133 |FRAME# /O-TTL PCI 5.0 IADV# o] 4

134 {IRDY# VO-TTL PCI 5.0 180 {MODLE# (o] 4 5.0

135 | TROY# 1/Q-TTL PCI 5.0 3VDRAM# I-TTL

136 |DEVSEL# O-TTL PCI 5.0 181(HREQ I-TTL 5.0

137 |STOP# 1/0-TTL PCI 5.0 TMOD#

138|AD31 7O-TTL PCI 5.0 182 |MDOE# o 8 5.0

139{AD30 /Q-TTL PCI 5.0 DBCTL2#

140(AD29 1/O-TTL PCl 5.0 183 |HDOE# e} 8 5.0

141|AD28 YO-TTL PCl 5.0 184 | MMDOE# (0] 8 5.0

142 | GND -G DBCTL1#

1431 AD27 1O-TTL PCI 5.0 185 | CADV# 0 8 5.0

144 | AD26 1/O-TTL PC! 5.0 186 |DLEO# @] 8 5.0

145|AD25 1/O-TTL PCI 5.0 187 IDLE1# o} 8 5.0

146 |AD24 1/O-TTL PCI 5.0 PPSEL

147 |AD23 /1O-TTL PCI 5.0 188|VCC I-P 5.0

148 |AD22 /O-TTL PCI 5.0 189 | DIRTYWE# 0 8 5.0

149 {AD21 /1Q-TTL PCl 5.0 RASS#

150{AD20 ¥O-TTL PCI 5.0 SDCKE

151 |AD19 O-TTL PCi 5.0 190 | DIRTY! 1O-TTL 4 5.0

162 |AD18 1O-TTL PCt 5.0 191| TAG7 HO-TTL 4 5.0

153|AD17 1/O-TTL PCI 5.0 192| TAGS I10-TTL 4 5.0
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Table 3-6 82C567 Alphabetical Pin Cross-Reference List

Pin Pin Pin Pin Pin
Pin Name No. Pin Name No, Pin Name No. Pin Name No. Pin Name No.
ADO 173 | |C/BEO# 128 | [GND 142 | [LA12 114 | |PWRGD 70
AD1 172 | |c/BE1# 127 | |GND 156 | {LA13 113 | |RASO#+SDCSO# 90
AD2 171 |C/BE2# 126 | |GND 165 | |LA14 112 | | RAS1#+SDCS1# 89
AD3 170 | |c/BE3# 125 | |GND 176 | |LA15 111 | |RAS2#+5DCS2# 88
AD4 169 | |CACHE# 51 | |GND 200 | [LA16 110 | | RAS3#+3DCS3# 87
ADS 168 | |CACSO#+CAWEDH# 89 | |GND 208 | |LA17 109 | |RESET 204
AD6 167 | |CACS1#+CAWE1# 68 | |HA3 10 | |LA18 108 | | SDRAM_EDO 120
AD7 166 | |CACS2#+CAWE24# 67 | {HA4 11 ] |LA1e 107 | | SMIACT# , 50
AD8 164 | |CACS3#+CAWER# 66 | |HAS 12 | |LA20 106 | |STOP# 137
AD9 163 | |CACS4#+CAWE4# 65 | |HA6 13 | |LA21 103 | |TAGO 198
AD10 162 | |CACS5#+CAWES# 64 | |HA7 14 | |LA22 102 | |TAG1 197
AD11 161 | |CACSB#+CAWEGRH# 83 | |HAS 16 | |LA23 101 | |TAG2 196
AD12 160 | |CACS7#+CAWET7# 62 | [HA9 17 | |LCLK 131 | |TAGS 195
AD13 159 | | CASO#+SDDQMO# 99 | |HA10 18 | |LOCK# 9 | |TAG4 194
AD14 158 | |CAS1#+SDOQM1# 98 | |HA11 19 | |mnos# 205 | | TAGS 193
AD15 155 | |CAS2#+SDDQM2# 97 | |HA12 20 | Ima0 83 | |TAGE 192
AD16 - 154 | | CAS3#+SDDQM3H# 95 | |HA13 21 | {mat 82 | |TAGY | 191
AD17 153 | | CASa#+SDDQMA4# 94 | [HA14 22 | [MA2 81 | |TAGWES# 199
AD18 152 | |CAS5#+SDDAMS4 93 | |HA1S 23 | |MA3 80 | |TRDY# 17135
AD19 151 | |CAS6#+SDDQMSH 92 | |HA16 24 | |MA4 79 | |USBCLK+REFRESH# {-100
AD20 150 | |CAS7#+SDDQMTH 91 | {HA17 25 | |MAS 78 | |USBDAT+ 201
AD21 149 | |CLK 175 | [HA18 26 | |MA6 77 | USBDAT- 202
AD22 148 | |D/IC# 206 | |HA19 27 MA7 76 ["{vCC 104
AD23 147 | |pBCTLO# 118 | [HA20 28 | [Mas 75 | vee 119
AD24 146 | | DEVSEL# 136 | [HA21 29 | |MA9 73 | |vee 130
AD25 145 | [DIRTYI 190 | |HA22 30 | [ma10 72 | |vee 157
AD26 144 | |DIRTYWE#+RAS5#+ | 189 | |HA23 31 | {MA11+RASH# 71 | {vee 174
AD27 143 | |SOCKE HA24 32 | |MASTER# 122 | {vce 188
AD28 141 | |DLEO# 86 | Thazs 33 | |MDLE#+3vDRAM# | 180 | |vCC 203
AD29 1ap | |DLET#+PPSEL Y87 | [Wazs 34 | |MDOE#+DBCTL2# | 182 | |vCC3 1
AD30 1ag | [DWE#SDWE# 8 | a2z 35 | |MEMR#+OCAWE#+ | 57 | |vCC3 38
AD31 133 | [CADSAYWE/WTH 8 | [rnzs 36 | |Shcang’ HOL VCC3 53
ADS# 2 EE:?:SE;\:;ADW 2: HA29 37 | [MeEMwiooDOER | 55 | |VCC35 74
AHOLD 7 HA30 39 | [HLDA+SDRASH oloxc!] 85
BEO# 28 | |ECAWEH+CACSO0# | 56 | Iy 40 | |MGNT# 177 | |W/R#4INV4DIRTYO | 207
BE1# 27 | [ECDOE# 54 | TRACALE 58 | |MMDOE#+DBCTL1# | 184
BE2# a6 | |FRAMER 138 | "Hooes 183 | |MPERR#+ADV# 179
BE3# a5 | GNP Ll [ ey 49 | |[MREQ# 178
BE4# a | [GNO 52 | [HreasT™moD# 181 | |MSGN2S+AEN 121
BESH P R 8" | [\Rov# 134 | |MSGS2N+USBGNT# | 124
BE6# 42 GND 84 | [Ken#sLmems 5 NA# 4
BE7# 4 | [GND % | [tae 117 | |NVMCS 123
BOFF# 8 GND 195 | [Cato 116 | |QADV# 185
BRDY# 3 | BN 29} [Lars 115 | |PLOCK# 132
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3.3 82C567 Signal Descriptions

3.3.1 Reset and Clock Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
RESET 204 ] System Reset: When asserted, this signal resets the CPU. When the
(8mA) PWRGD signal makes a low-to-high transition, RESET is asserted and
is guaranteed to be active for 1ms such that CLK and VCC are stable.

PWRGD 70 I-S Power Good: This input reflects the “wired-OR” status of the external
reset switch and the power good status from the power supply.

CLK 175 -TTL Clock: This input is used as the master single frequency clock. This
signal has to be identical to the clock signal sent to the CPU.

LCLK 131 -TTL Local Bus Clock: This clock is used by the PCI bus state machine
within the 82C567. The same clock or another identical signal is used
by the local bus devices.

For a synchronous PC!l implementation, this signal can be skewed from
the CLK input by a margin of +2ns.

USBCLK - 100 I-TTL | SYSCFG Universal Serial Bus Clock: This clock is used by the PCI-USB mod-

o 2Eh[6] =0 | ule within the 82C567.
REFRESH# ’ : SYSCFG Refresh: Driven by the 82C568 (or an ISA master), this input to the
' : 2Eh[6] =1 82C567 starts a refresh cycle on local DRAM. For future compatibility,
place a zero ohm resistor in this connection.

3.3.2 CPU Bus Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
HA[31:3] 40:39, | I/O-TTL Host Address Bus Lines 31 through 3: HA[31:3] are the address
37:16, (4mA) lines of the CPU bus. HA[31:3] are connected to the CPU A[31:3] lines.
14:10 Along with the byte enable signals, the HA[31:3] lines define the physi-

cal area of memory or /O being accessed.

During CPU cycles, the HA[31:3] lines are inputs to the 82C567. They
are used for address decoding and second level cache tag lookup
sequences.

During inquire cycles, the HA[31:5] are outputs from the 82C567 to the
CPU to snoop the first level cache tags. They also are outputs from the
82C567 to the L2 cache.

HA[31:3] have internal pull-downs, however, external pull-ups should
be used on HA3 and HA4.

BE[7:0]# 41:48 [-TTL Byte Enabies 7 through 0: The byte enables indicate which byte lanes
on the CPU data bus are carrying valid data during the current bus
cycle. They are inputs to the 82C567 for CPU cycles and outputs for
master or DMA cycles. In the case of cacheable reads, all eight bytes of
data are driven to the CPU, regardiess of the state of the byte enables.
The byte enable signals indicate the type of special cycle when M/IO# =
D/C# =0 and W/R# = 1.

BE[7:0}# have internal pull-downs that are activated when HLDA is
active.
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82C567 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
MAO# 205 I-TTL MemoryAnput-Output: M/IO#, D/C#, and W/R# define CPU bus
cycles. Interrupt acknowledge cycles are forwarded to the PCI bus as
PCl interrupt acknowledge cycles. All I/O cycles and any memory
cycles that are not directed to memory controlled by the DRAM inter-
face of the 82C567 are forwarded to PCI.
D/C# 206 I-TTL Data/Control: D/C#, M/IO#, and W/R# define CPU bus cycles. (See
M/IO# definition above.)
W/R# 207 [-TTL | Cycle Write/Read: W/R#, D/C#, and M/1O# define CPU bus cycles. (See
Multiplexed | M/IO# definition above.)
INV I-TTL Invalidate: Pin 207 also serves as an output signal and is used as INV
for L1 cache during an inquire cycle.
DIRTYO I/O-TTL Dirty Output: Pin 207 also serves as an output signal and is used as
(4mA) DIRTYO for L2 cache during an inquire cycle. ’
It a combined Tag/Dirty RAM implementation is being used, then the
W/R# pin does not serve as a DIRTYO pin.
ADS# 2 1/O-TTL Address Strobe: The CPU asserts ADS# to indicate that a new bu; =
(4mA) cycle is beginning. ADS# is driven active in the same clock as the *;.
address, byte enables, and cycle definition signais. '
ADS# has an internal pull-up resistor that is disabled when the system-
is in the Suspend mode.
BRDY# 3 0 Burst Ready: BRDY# indicates that the system has responded in one ..
(8mA) of three ways:
1) Valid data has been placed on the CPU data bus in response to a
read, o
2) CPU write data has been accepted by the system, or -
3) the system has responded to a special cycle.
NA# 4 O Next Address: This signal is connected to the CPU’'s NA# pin to
(8mA) request pipelined addressing for local memory cycle. The 82C567
asserts NA# for one clock when the system is ready to accept a new
address from the CPU, even if all data transfers for the current cycle
have not completed.
The 3.3V Pentium processor and the M1 processor support pipelined
memory accesses, however, the K5 processor does not support this
feature.
KEN# 5 0 Cycle Cache Enable: This pin is connected to the KEN# input of the CPU and
(8mA) | Multiplexed | is used to determine whether the current cycle is cacheable.
LMEM# 6] Local Memory Accessed: During master cycles, the 82C567 asserts
(8mA) this signal to inform the 82C568 that local system memory needs to be

accessed. The 82C568 is then responsible for providing the data path
to the corresponding master.
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82C567 Signal Descriptions (cont)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
EADS# 6 o Cycle External Address Strobe: This output indicates that a valid address

(8mA} [ Multiplexed | has been driven onto the CPU address bus by an external device. This
address will be used to perform an internal cache inquiry cycle when
the CPU samples EADS# active.

WB/WT# 0] Write-Back/Write-Through: Pin 6 is also used to control write-back or
(8mA) write-through policy for the primary cache during CPU cycles.

HITM# 49 I-TTL Hit Modified: indicates that the CPU has had a hit on a modified line in
its internal cache during an inquire cycle. It is used to prepare for write-
back.

CACHE# 51 -TTL Cacheability: This input is connected to the CACHE# pin of the CPU. It

goes active during a CPU initiated cycle to indicate when, an internal
cacheable read cycle or a burst write-back cycle, occurs.

SMIACT# 50 -TTL System Management Interrupt Active: The CPU asserts SMIACT# in
response to the SMI# signal to indicate that it is operating in System
Management Mode (SMM).

3.3.3 Cache Control Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
ECDOE# 54 o . |- Even Bank Cache Output Enable: This signai is connected to the out-
(8mA) put enables of the SRAMs in the even bank of the L2 cache to enable
data read.
ECAWE# 56 0 SYSCFG Even Bank Cache Write Enable: For asynchronous L2 cache opera-

(8mA) | 11h[3]=0 tions, this pin becomes ECAWE# and is connected to the write enables
of the SRAMs in the even bank of the L2 cache to enable data update.

CACS00# 0 SYSCFG Bank 0 Synchronous SRAM Chip Select: For synchronous L2 cache
(8mA) | 11h[3] =1 operation, this pin provides the chip select for the first bank (synchro-
nous L2 cache is always non-interieaved).

CACS[7:0)# 62:69 O SYSCFG Cache Chip Selects 7 through 0: For asynchronous L2 cache opera-
(4mA) {11h[3]=0 tions these pins become chip selects and are connected to the chip
selects of the SRAMs in the L2 cache in both banks to enable data
read/write operations.

CAWE[7:0)# 0 SYSCFG Cache Write Enables 7 through 0: For synchronous L2 cache opera-
(4mA) | 11h[3] =1 tion these pins become cache write enables for the SRAMs.
TAG(7:0] 191:198 | I/O-TTL Tag RAM Data Bits 7 through 0: Normally input signals, they become
(4mA) outputs whenever TAGWE# is activated to write new Tags to the Tag
RAM.

It using a combined Tag/Dirty RAM implementation and a 7-bit Tag is
used, then TAGO functions as the Dirty 1/O bit.

If using the Sony cache module, then TAG1 and TAG2 are connected
to the START# output from the module and TAG3 is connected to the
BOFF# output from the module. The remaining TAG bits are unused.
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82C567 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
TAGWE# 199 o Tag RAM Write Enable: This control strobe is used to update the Tag
(8mA) RAM with the valid Tag of the new cache line that replaces the current
one during external cache read miss cycles.
If using a combined Tag/Dirty RAM implementation, this signal func-
. tions as both the TAGWE# and DIRTYWE#

MEMR# 55 | SYSCFG Memory Read Command: This input is connected to pin 78 (MEMR#)
21h[1] =1 of the 82C568 and is used to monitor ISA memory read operations.
and If this pin is configured as an input and not connected to MEMR#, a 10K
OEh(6] = 1 pull-up is recommended on this pin.

OCDOE# 0 SYSCFG Odd Bank Cache Output Enable: This signal is connected to output

(8mA) | 21h[1]=1 enables of the SRAMs in the odd bank of the L2 cache to enable data
and read.
0Eh[6] =

HLDA . I-TTL | SYSCFG CPU Hold Acknowledge: This input is connected to the HLDA pin of
21h[1]=0 | the CPU. HLDA indicates, in response to a HOLD, when the CPU has ..
and relmqunshed bus control to another bus master.

_ 0Eh({6] =
SDRAS# ‘ 0] if SYSCFG | SDRAM Row Address Strobe: This output is part of the SDRAM com-
(8mA) | 29h{3:0] mand combination. This pin should be connected to the SDRAM
(any bit) =1 | through a dampmg resistor.

MEMW# . 57 I SYSCFG Memory Write Command: This input is connected to pin 79 (MEMW#)
21h(1] =1 pin of the 82C568 and is used to monitor ISA memory write operations.
and If this pin is configured as an input and not connected to MEMW#, a _
OEh(6] = 1 10K pull-up is recommended on this pin. )

OCAWE# 0 SYSCFG Odd Bank Cache Write Enable: For asynchronous L2 cache opera-

(8mA) [11h{3}=0 tions this pin becomes OCAWE# and is connected to the write enables
of the SRAMs in the odd bank of the L2 cache to enable data update.

CACS10# 0] SYSCFG Bank 1 Synchronous SRAM Chip Select: For synchronous L2 cache

(8mA) [ 11h[3}=1 operation, this pin provides the chip select for the second bank (syn-
chronous L2 cache is always non-interdeaved).

HOLD 0 SYSCFG CPU Hold Request: This output is connected to the HOLD input of the

(8mA) |21h[1]1=0 CPU. HOLD requests that the CPU allow another bus master complete
control of its buses. In response to HOLD going active, the CPU will
float most of its output and bidirectional pins and then assert HLDA.

SDCAS# o} If SYSCFG | SDRAM Column Address Strobe: This output is part of the SDRAM

(8mA) | 29h{3:0] command combination. This pin should be connected to the SDRAM

(any bit) = 1 | through a damping resistor.
DIRTYI 190 I/O-TTL Dirty Bit: This input signal represents the dirty bit of the Tag RAM and

(4mA) is used to indicate whether a corresponding cache line has been over-
written.
If using a combined Tag/Dirty implementation, this pin becomes bidirec-
tional. If using a 7-bit Tag in a combined Tag/Dirty RAM impilementa-
tion, then this pin is not used.
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82C567 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
DIRTYWE# 189 0 SYSCFG Dirty RAM Write Enable: This control strobe is used to update the dirty
(8mA) [ 19h{7]=0 bit RAM when a cache write hit occurs. A cache write hit will set the dirty
and bit for the currently accessed cache line.
2Eh[7]=0 If using a combined Tag/Dirty implementation, this signal is not used to
update the Dirty RAM.
RAS5# O SYSCFG Row Address Strobe Bit 5: Each RAS# signal corresponds to a
(8mA) | and unique DRAM bank. Depending on the kind of DRAM modules being
2ENh[7] =0 used, this signal may or may not need to be buffered externally. This
signal, however, should be connected to the corresponding DRAM
RAS# line through a damping resistor.
SDCKE O SYSCFG SDRAM Clock Enable: This output is used to controi the internal clock-
(8mA) | 19h{7)1 =X ing of SDRAM and is also used for power-down mode when SDRAM is
and idle. During normal operation of SDRAM, SDCKE will be high.
2Eh[7] =1
ECA4 59 0 SYSCFG Even Cache Address 4: For an asynchronous L2 cache, if a single
' (8mA) | 11h{3]1=0 bank is used, this pin is mapped from HA4 and connected to the second
LSB of the cache SRAMs address inputs. For a double bank configura-
tion, it is connected to the LSB of the cache SRAMs address input in the
even bank.
ADSC# 0 SYSCFG Controller Address Strobe: For a synchronous L2 cache, this pin is
_ (8mA) | 11h[3] =1 connected to the ADSC# input of the synchronous SRAMs.
ECA3 60 0 SYSCFG ~ | Even Cache Address 3: For asynchronous L2 cache operations in a
(8mA) |11h{3]=0 single bank configuration, this pin takes on the functionality of ECA3
and and is mapped from HA3 and connected to the cache SRAMs LSB
SYSCFG address input.
08h{7] =1
(single
bank, non-
interleaved)
0OCA4 0 SYSCFG Odd Cache Address 4: For asynchronous L2 cache operations in a
(8mA) | 11h[3] =0 doubie bank configuration, this pin takes on the functionality of OCA4
and and is mapped from HA4 and connected to the LSB address input of the
SYSCFG SRAMs in the odd bank.
08h[7] =0
(double
bank, inter-
leaved)
ADV# (0] SYSCFG Advance Qutput: For synchronous L2 cache operation, this pin
(8mA) [ 11h[3] =1 becomes the advance output and is connected to the ADV# input of the
synchronous SRAMs.
HACALE 58 0 Cache Address Latch Enable: It is used to latch the CPU address and
(8mA) generate latched cache addresses for the L2 cache.
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82C567 Signal Descriptions (cont.)
3.3.4 DRAM Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
RAS[3:0]# 87:90 0 Cycle Row Address Strobe Bits 3 through 0: Each RAS# signal corre-
(4mA) | Multiplexed | sponds to a unique DRAM bank. Depending on the kind of DRAM mod-
ules being used, these signals may or may not need to be buffered
externally. These signals, however, should be connected to the corre-
sponding DRAM RAS# lines through a damping resistor.
The default drive current on these lines is 4mA, however, by setting
SYSCFG 18h[4] = 1, it can be increased to 16mA.
RAS4# is pin-wise programmable with MA11 and RAS5# is pin-wise
programmable with DIRTYWE#
RAS0# is used to share the bank with the GUI in a Unified Memory
Architecture system design.
SDCS{3:0}# 0 SDRAM Chip Selects 3 through 0: Each SDCS# output corresponds
(4mA) to a unique SDRAM Bank. When active, the SDRAM will accept the
command from the chipset. These outputs must be connected to the
SDRAM banks through a damping resistor.
CAS[7:0]# 9195, O] - Cycle Column Address Strobe Bits 7 through 0: The CAS[7:0]# outputs.
97:99 (8mA) | Multiplexed | correspond to the eight bytes for each DRAM bank. Each DRAM bar‘fk' .
has a 64-bit data bus. These signals are typically connected directly to .
the DRAMs CAS# inputs through a damping resistor.
SDDQM(7:0]# ] Synchronous DRAM Data Mask Control Bits.Z through 0: During.
(8mA) SDRAM read cycles, these outputs control whether the DRAM output .
buffers are driven on the MD bus or not.
During SDRAM write cycles, these outputs control whether MD data will
be written into the memory device or not.
DWE# 86 0 Cycle DRAM Write Enable: This signal is typically buffered externally before
(16mA) | Muitiplexed | connection to the WE# input of the DRAMSs.
The default drive current on this line is 4mA, however, by setting
SYSCFG 18h[4] = 1, it can be increased to 16mA.,
SDWE# (0] SDRAM Write Enable: This output is the write enable signal for
(16mA) SDRAM.
MPERR# 179 o] SYSCFG Memory Parity: This signal is an input to the 82C567 from the 82C566.
(4mA) | 08h[4] =1 The 82C567 generates PEN# internally if the corresponding register is
and programmed to enable parity. The 82C567 qualifies the MPERR# signal
PCIDVO with the internally generated PEN#.
45h[3] =1
IADV# o) SYSCFG Input Pointer Advance: This signal is connected to the 82C566 and is
(4mA) | 08h[4]=0 used to input the next quad-word into the deep buffer.
and
PCIDVO
45h{3] =
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82C567 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
MA11 71 O SYSCFG Memory Address Bus Bit 11: A part of the multiplexed row/column
(4mA) | 19h[3]=0 address lines to the DRAMs. Depending on the kind of DRAM modules
being used, this signal may or may not need to be buffered externally.
The default drive current on the MA[11:0] lines is 4mA, however, by set-
ting SYSCFG 18h[4] = 1, it can be increased to 16maA.
As MA11, 8Mx36 and 16Mx36 SIMMs will be supported.
RAS44# 0] SYSCFG Row Address Strobe Bit 4: Each RAS# signal corresponds to a
(4mA) | 19h(3] =1 unique DRAM bank. Depending on the kind of DRAM medules being
used, this signal may or may not need to be buffered externally. This
signal, however, should be connected to the corresponding DRAM
RAS# line through a damping resistor.
As RAS44, SIMM sizes above 4Mx36 will not be supported and a maxi-
mum of 192MB of DRAM will be supported.
MA[10:0] 72,73, |. O Memory Address Bus Bits 10 through 0: Multipiexed row/column
75:83 |- (4mA) address lines to the DRAMs.
Depending on the kind of DRAM modules being used, these signals
may or may not need to be buffered externally.
‘The default drive current on the MA[11:0] lines is 4mA, howaver, by set-
ting SYSCFG 18h(4] = 1, it can be increased to 16mA.
NVMCS 123 O NVRAM Chip Select: if the current cycle has been decoded as an
: : (4mA) access to NVRAM, then this pin is used to issue the chip select signal.

NVRAM is used for storing the system configuration information and is
required for “plug and play” support. The NVRAM must sit on the XD
bus.

During power-on reset, if TMOD# is sampled low, the NVMCS pin will
be floated. This pin requires an external pull-up.

3.3.5 UMA Arbiter Interface Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
MREQ# 178 [-TTL Memory Request: This input is connected to the MREQ# output of the
GUI device for a unified memory scheme. This signal indicates to the
82C567 that the GU! wants control of the memory bus.
MGNT# 177 0] Memory Grant: This output is connected to the MGNT# input of the
(4mA) GUI device for a unified memory scheme. This signal indicates to the
GUI that is has been granted control of the memory bus.

Page 26

M 900419: 00O02k24 155 Em

912-2000-014
Revision: 3.0




82C566/82C567/82C568

82C567 Signal Descriptions (cont.)

3.3.6 ISA Bus Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
LA[23:9] 101:103, I/O- System Address Bus: LA[23:9] and SA[8:0] on the 82C568 provide
106:117 | CMOS the memory and 1/0 access on the ISA bus. The addresses are outputs
(8mA) when the 82C567 owns the ISA bus and are inputs when an external
ISA master owns the bus.
LA[23:9] have internal puil-ups which are disabled when in the Suspend
mode.
MASTER# 122 [-CMOS Master: An ISA bus master asserts MASTER# to indicate that it has

control of the ISA bus. Before the ISA master can assert MASTER#, it
must first sample DACK# active. Once MASTER# is asserted, the ISA
master has control of the ISA bus until it negates MASTER#.

3.3.7 Bus Arbiter Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
HREQ 181 -TTL Hold Request: Master or DMA cycle request from the 82C568. An =
external puli-up is required for normal operation.
TMOD# I-TTL | Strap Strap Signal for ATE (Automatic Test Equipment) Test Mode Oper-
Option at ation: During power-up reset, this is the strap pin to enter the test mode
RESET operation. If TMOD ="high" during power-up reset, it means normal
operation. If TMOD ="low”, the system enters test mode.
AHOLD 7 0 Address Hold: This signal is used o tristate the CPU address bus for
(8mA) internal cache snooping.
LOCK# 9 I-TTL CPU Bus Lock: The processor asserts LOCK# to indicate the current
bus cycle is locked. It is used to generate PLOCKH# for the PCI bus.
LOCK# has an internal pull-down resistor that is engaged when HLDA
is active.
BOFF# 8 0] Back-off: This pin is connected to the BOFF# input of the CPU. This
(8mA) signal is asserted by the 82C567 during PCl/retry cycles.
3.3.8 PCI Bus Interface Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
C/BE[3:0)# 125:128 | I/O-TTL PCl Bus Command and Byte Enables 3 through 0: C/BE[3:0}# are
(PCl) driven by the current bus master (CPU or PCl) during the address
phase of a PCI cycle to define the PC| command, and during the data
phase as the PCI byte enables. The PCl commands indicate the current
cycle type, and the PCI byte enables indicate which byte lanes carry
meaningful data. C/BE[3:0]# are outputs from the 82C567 during CPU
cycles that are directed to the PCI bus. C/BE[3:0}# are inputs during
PCI master cycles.
912:2000-014 M 9004196 0002625 091 M Page27
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82C567 Signal Descriptions (cont.)

Signal Name

Pin
No.

Signal

Type
(Drive)

Selected
By

Signal Description

FRAME#

133

I/O-TTL
(PC1)

Cycle Frame: Every CPU cycle is translated by the 82C567 to a PCI
cycle if itis not a local memory cycle. FRAME# is asserted by the bus
master, 82C567 (CPU) or PCI to indicate the beginning and the dura-
tion of an access.

FRAME# is an input when the 82C567 acts as a slave.

IRDY#

134

/O-TTL
{PCI)

Initiator Ready: The assertion of IRDY# indicates the current bus mas-
ter's ability to complete the current data phase. IRDY # works in con-
junction with TRDY # to indicate when data has been transferred. A data
phase is completed on each clock that TRDY # and IRDY # are both
sampled asserted. Wait states are inserted until both IRDY# and
TRDY# are asserted together. IRDY # is an output from the 82C567 dur-
ing CPU cycles to the PCI bus. IRDY# is an input when the 82C567
acts as a slave.

TRDY#

135

I/O-TTL
(PCl)

Target Ready: TRDY # indicates the target device's ability to complete
the current data phase of the transaction. It is used in conjunction with
IRDY#. A data phase is compieted on each clock that TRDY # and
IRDY # are both sampled asserted. Wait states are inserted on the bus
untii both IRDY # and TRDY # are asserted together. TRDY # is an output
from the 82C567 when the 82C557 is the PCl slave. TRDY# is an input
when the 82C567 is a master.

DEVSEL#

136

1/O-TTL
(PCl)

Device Select: When asserted, DEVSEL# indicates that the driving
device has decoded its address as the target of the current access. _
DEVSEL# is an output of the 82C567 when 82C567 is a PC! slava. Dur-
ing CPU-to-PClI cycles, DEVSEL# is an input. Itis used to determine if
any device has responded to the current bus cycle, and to detect a tar-
get abort cycle. Master abort termination results if no decode agent
exists in the system, and no one asserts DEVSEL# within a fixed num-
ber of clocks.

STOP#

137

/O-TTL
(PC)

Stop: STOP# indicates that the current target is requesting the master
to stop the current transaction. This signal is used in conjunction with
DEVSEL# to indicate disconnect, target abort, and retry cycles. When
the 82C567 is acting as a master on the PCi bus, if STOP# is sampled
active on arising edge of LCLK, FRAME# is negated within a maximum
of three clock cycles. STOP# may be asserted by the 82C567. Once
asserted, STOP# remains asserted until FRAME# is negated.

AD[31:0]

138:141,
143:155,
158:164,
166:173

VO-TTL
(PCH)

PCl Address and Data: AD[31:0] are bidirectional address and data
lines of the PCI bus. The AD[31:0] signais sample or drive the address
and data on the PCJ bus. During power-up reset, the 82C567 will drive
the AD lines by defauit.

This bus also serves as a conduit for receiving address information dur-
ing ISA master cycles. The 82C568 conveys the SA[8:0] information to
the 82C567 on the AD lines.

PLOCK#

132

I/O-TTL
(PC1)

PCI Lock: PLOCK# is used to indicate an atomic operation that may
require multiple transactions to complete. When PLOCK# is asserted,
non-exclusive fransactions may proceed to an address that is not cur-
rently locked.
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82C567 Signal Descriptions (cont.)

3.3.9 Universal Serial Bus Interface Signals

Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

USBDAT+ 201 I/O- Differential Serial Data

Analog

USBDAT- 202 I/O- Differential Serial Data

Anaiog

MSGN2S 121 I/O-TTL | SYSCFG 82C567 to 82C568 Message: This pin is used to communicate

(4mA) | 2Eh[5]=1 [between the 82C567 and 82C568. This pin should be connected
directly to the MSGN2S pin of the 82C568.

It is recommended to put a pull-down 4.7K in on this pin in Silicon Revi-
sion 1.0.

AEN | SYSCFG Address Enable: This input is connected to the AEN pin of the 82C568

2Eh{5] =0 | to monitor ISA bus activity.

MSGS2N 124 | TBD 82C568 to 82C567 Message: This pin is used to communicate
between the 82C568 and 82C567. This pin should be connected
directly to the MSGS2N pin of the 82C568.

USBGNT# | TBD Universal Serial Bus Grant: This input comes from the 82C568 and
informs the USB device in the 82C567 that the PCl bus is granted tait.

. “ This pin should be connected directly to the USBEGNT# pin of the
Lol v 82C568. ' L
3.3.10 82C566/82C568 Interface Signals
Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

OADV# 185 0] Output Pointer Advance: This signal indicates to the 82C566 to output

(8mA) the next quad-word in the deep buffer.

A 10 ohm series resistor is recommended on this signal.

DBCTLO# 118 0 Data Buffer Control Line 0: DBCTLO# is used to cantrol the data paths

(8mA) when the deep buffers are enabled.

A 10 ohm series resistor is recommended on this signal.

MMDOE# 184 0O Cycle MMD Output Enable: DBCTLO# MDOE#+DBCTL2#,

(8mA) | Multiplexed | MMDOE#+DBCTL1#, and HDOE# form the encoded commands that
are sent out to the 82C566. These commands inform the 82C566 about
the current cycle type and enabie it to perform the appropriate data
steering, latching and direction controls.

A 10 ohm series resistor is recommended on this signal.
DBCTL1# Data Buffer Control Line 1: DBCTL1# is used to control the data paths

when the deep buffers are enabled.
A 10 ohm series resistor is recommended on this signal.

912-2000-014
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82C567 Signal Descriptions (cont.)

Signal Name

Pin
No.

Signal

Type
{Drive)

Selected
By

Signal Description

MDOE#

DBCTL2#

182

0
(8mA)

Cycle
Muttiplexed

Memory Data Output Enable: DBCTLO# MDOE#+DBCTL2#,
MMDOE#+DBCTL1#, and HDOE# form the encoded commands that
are sent out to the 82C566. When asserted, this signal enables data to
be put out on the MD bus. MDOE# is asserted for CPU writes to
cache/DRAM, CPU writes to PCI, PCl reads from cache/DRAM, L2
cache write-back cycles, and PCI writes to DRAM.

A 10 ohm series resistor is recommended on this signal.

Data Buffer Control Line 2: DBCTL2# is used to control the data paths
when the deep buffers are enabled.

A 10 ohm series resistor is recommended on this signal.

HDOE#

183

(8mA)

Host Data Output Enable: DBCTLO# MDOE#+DBCTL2#,
MMDOE#+DBCTL1# and HDOE# form the encoded commands that
are sent out to the 82C566. When asserted, this signal enables data to
be put out on the HD bus. HDOE# is asserted for CPU reads from
DRAM/PClibus, PCI writes to cache, CPU linefills, Suspend mode indi-
cation, and reset state.indication.

A 10 ohm series resistor is recommended on this signal.

DLE1#

PPSEL

187

(8mA)

Cycle -
Multiplexed

Data Latch Enable 1: This line is connected to the 82C566 DLE1# pin
and is used to latch the HD and MD data bus depending on which cycle
is occurring.

A 10 ohm series resistor is recommended on this signal.

Ping-Pong Buffer Select: This signalis connected to the 82C566 and
is used to select between the ping-pong buffers.

A 10 ohm series resistor is recommended on this signal.

DLEO#

186

Data Latch Enable 0: This line is connected to the 82C566 DLEO# pin
and is used to latch the HD and MD data bus depending on which cycle
is occurring.

A 10 ohm series resistor is recommended on this signal.

MDLE#

3VDRAM#

180

Memory Data Latch Enable: This signal is connected to the MDLE #
pin of the 82C568 and controls the data flow from PCI AD{31:0) bus to
the high 32-bit memory data bus, MMD([31:0], and vice versa. Itis used
to latch the data during CPU writes to PCI and PCI writes to DRAM and
L2 cache.

Strap
Option at
RESET

Strap option for 3.3V DRAM: At power-up reset, this pin functions as a
strapping option for 3.3V or 5.0V DRAM operation.

If 3.3V DRAM operation, an external puil-down is required.
it 5.0V DRAM operation, an external pull-up is required.

This pin should be puiled up externaily for the Viper-MAX Chipset.

SDRAM_EDO

120

(8mA)

SDRAM and EDO Cycle: This signal is connected to the 82C566 and
is used to select the special data paths required for SDRAM and EDO
memory cycles.

A 10 ohm series resistor is recommended on this signal.
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82C567 Signal Descriptions (cont.)

3.3.11 Power and Ground Pins

Signal Name

Pin
No.

Signal
Type

Selected
By

Signal Description

GND

15, 52,
61, 84,
96, 105,
129,
142,
156,
165,
176,
200, 208

-G

Ground Connection

vCC

104,
119,
130,
157,
174,

188, 203

Power Connection: 5.0V power plane

VCC3

1,38, 53

I-P

Power Connection: 3.3V power plane

VCC3/5

74, 85

I-P

Power Connection: These pins power the memory interface at either

3.3V or 5.0V.
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Figure 3-3

82C568 Pin Diagram
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Table 3-7 82C568 Numerical Pin Cross-Reference List

Pin Pin Drive Pwr Pin Pin Drive Pwr Pin Pin Drive Pwr
No. |Pin Name Type (mA) V) No. | Pin Name Type {mA) v) No. {Pin Name Type (mA) V)
1| SERIRQ# | 5.0 50 MMD1 /O-TTL 4 5.0 76 |MEMCS16# I/O-TTL 8 5.0
HLDA 51|MMDO YO-TTL 4 5.0 77 {SBHE# [l{e} 8 50

EPMIO# 52|MSGN2S | 5.0 DDACK1# (o]

SIRQ 53|ROMCS# o} 4 5.0 78 | MEMR# HO-TTL 8 5.0
2|RESET I-S 3.3 KBDCS# 79| MEMW# 1/O-TTL 8 5.0
3{INIT (o] 4 3.3 DCS13# 80| SMEMR# [¢] 8 5.0
4| SMI# 0 4 3.3 54|SD15 /O-TTL 8 5.0 81| SMEMWH# (o} 8 50
5|AHOLD I-TTL 3.3 DD15 821 I10R# Q-8 8 5.0
6|INTR WO-TTL 4 33 55{SD14 1/O-TTL 8 5.0 8310wk WQ-8 8 5.0
7 |FERR# -TTL 33 DD14 84 |IDEEN# Q 8 5.0
8|IGERR# @) 4 3.3 56[8D13 VO-TTL 8 5.0 85/BALE o} 8 5.0
9iNMI o 4 33 DD13 86 |AEN WQ-TTL 8 5.0
10{VCC3 I-P 571SD12 I1Q-TTL 8 5.0 87 IOCHRDY /O-TTL 8 5.0
11 LMEM# I-TTL 3.3 DbD12 88 11OCHK# I-TTL 5.0
12| A20M# (o] 4 3.3 58|SD11 1/O-TTL 8 5.0 89{EOP /O-TTL 8 5.0

KBRST I-TTL DD11 901 ZEROWS# I/O-TTL| PCI 5.0
13| STPCLK# (0] 4 3.3 59{SD10 /O-TTL 8 5.0 PGNT3# o
14|GND -G DD10 91 |REFRESH# /O-TTL 8 5.0
15|GND -G 60{GND -G 92 {SPKR 0 16 5.0
16 {MMD31 1/Q-TTL 4 5.0 61{VCC I-P 93{SA8 1/O-TTL 8 5.0
17 |MMD30 O-TTL 4 5.0 62|sSD9 1/0-TTL 8 5.0 DCS11# o}
18|MMD29 I1O-TTL 4 5.0 DD9 94 |SA7 /O-TTL 8 5.0
19|MMD28 O-TTL| 4 50 63[sD8 voTTL| 8 50 DDACKO# 0 1.
20| MMD27 I/1Q-TTL 4 5.0 DD8 95| SA6 /O-TTL 8 5.0
21|MMD26 1/O-TTL 4 5.0 64 |SD7 VO-TTL 8 5.0 DIOW# 0}

22 {MMD25 /O-TTL 4 5.0 PPWR7 96 |GND . -G

23 |MMD24 YO-TTL 4 5.0 DD7 97|VvCC I-P

24 |MMD23 YO-TTL 4 5.0 65|SD6 YO-TTL 8 5.0 98 [SA5 VO-TTL 8 5.0
25 |(MMD22 WO-TTL 4 5.0 PPWR6 DIOR# (o]

26|VCC I-P DD6 99{SA4 VO-TTL 8 5.0
27 |\MMD21 1/O-TTL 4 5.0 66|SD5 VO-TTL 8 5.0 DCS03# (0]

28 MMD20 1/Q-TTL 4 5.0 PPWRS 100|SA3 1O-TTL 8 5.0
29{MMD19 1/Q-TTL 4 5.0 DD5 DCS01# o}

30{MMD18 1/0-TTL 4 5.0 67|SD4 f/O-TTL 8 5.0 101]SA2 /O-TTL 8 5.0
31 {MMD17 17O-TTL 4 5.0 PPWR4 DA2

32 MMD16 YO-TTL 4 5.0 DD4 102]SA1 VO-TTL 8 5.0
33|MMD15 /O-TTL 4 5.0 68{SD3 O-TTL 8 5.0 DA1

34 | MMD14 /O-TTL 4 5.0 PPWR3 103 SA0 1/O-TTL 8 5.0
35|MMD13 1/O-TTL 4 5.0 DD3 DAO

36 |MMD12 VO-TTL 4 5.0 69{SD2 1/Q-TTL 8 5.0 104 | 32KHZ I-S 5.0
37{GND -G PPWR2 PREQ3#

38{GND -G DD2 SDRQ2 l

39|MMD11 1/O-TTL 4 5.0 70|SD1 VO-TTL 8 5.0 105[RTCAS o] 4 5.0
40 |MMD10 1/0-TTL 4 5.0 PPWR1 SDRQ1 |

41 |MMD9 11O-TTL 4 5.0 DD+ PREQ4# |

42 |MMD8 IO-TTL 4 5.0 71|SD0o {O-TTL 8 5.0 106 |[RTCRD# o} 4 5.0
43|vCC -P PPWRO PGNT3#

44 MMD7 O-TTL 4 5.0 DDO SDACK2#

45 {MMD8 1O-3TL 4 5.0 721GND -G 107 | RTCWR# Q 4 5.0
46 {MMD5 1O-TTL 4 5.0 73| XDIR IfO-TTL 4 5.0 SDACK1# 6

47 |[MMD4 1/O-TTL 4 5.0 PCNTRL PGNT4# 4

48 (MMD3 1/O-TTL 4 5.0 74|ATCLK o] 8 5.0

49 |MMD2 1/O-TTL 4 5.0 75110CS16# 1-TTL 5.0
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_ __ ]
82C568 Numerical Pin Cross-Reference List (cont.)
Pin Pin Drive Pwr Pin Pin Drive Pwr Pin Pin Drive Pwr
No. |Pin Name Type (mA) V) No. [Pin Name Type (mA) V) No. |Pin Name Type (mA) V)
108 | DACKO# (o] [ 5.0 132{1RQ10 I-TTL 5.0 171 | DEVSEL# ¥O-TTL| PCI 5.0
EDACKO MIRQ10/12 172 AD31 1/0-TTL PCi 5.0
DACKS# 133 [IRQ11 I-TTL 5.0 173|{AD30 11O-TTL| PCI 5.0
GPCS0# 4 GMIRQ 174 |AD29 IfO-TTL| PCI 5.0
PPWRL1 4 134{IRQ12 I-TTL 5.0 175]AD28 11O-TTL PCI 5.0
109 | DACK1# o [} 5.0 MPIRQ2#/3# 176 AD27 I/O-TTL| PCI 5.0
EDACK1 135[1RQ14 -TTL 5.0 177 |AD26 ¥O-TTL| PCI 5.0
DACKG# DINTO 178| AD25 YO-TTL PCi 5.0
110 DACK24 o] 6 5.0 136|1RQ15 I-TTL 5.0 179|AD24 /O-TTL| PCI 5.0
EDACKEN# DINT1 180 (VCC I-P
GPCS2# 137 GND -G 181]AD23 I/0-TTL| PC} 5.0
111|DACK3# Q 6 5.0 138{LCLK 1-TTL 5.0 182]AD22 VO-TTL| PCI 5.0
EDACK2 139 | PIRQO# I-TTL 5.0 183|AD21 1VO-TTL PCl 5.0
DACK7# EPMI1# 184 1AD20 IfO-TTL| PCI 5.0
112 | DACKS# O 6 5.0 140|PIRQ1# I-TTL 5.0 185|GND -G
PPWRL# 4 IRQO 186 | GND -G
PPWRL2 4 141|PIRQ2% I-TTL 5.0 187|AD19 /O-TTL | PCI 5.0
113 | DACK6# O 6 5.0 GPCS0# (o] 4 188(AD18 /O-TTL| PCI 50
GPCS2# 142 | GND -G 5.0 189|AD17 /O-TTL| PCI 5.0
114|vVCC I-P 143[{PIRQ3# . I-TTL 5.0 190 | AD16 17Q-TTL PCi 5.0
115 DACK7# o 6 5.0 EPMI2& - ) 1911AD15 O-TTL| PCI 5.0
116 |\ DREQO I-TTL 5.0 GPCS1# - [0} 4 1921AD14 7/O0-TTL| PCI 5.0
DREQC/S 144 | PREQO# - 1-TTL 5.0 193{AD13 VO-TTL| PCI 5.0
DREQS 145|PREQ1# I-TTL 5.0 194 [AD12 ¥O-TTL| PCI 5.0
117 |DREQ1 -TTL 5.0 146 | PREQ2# i-TTL 5.0 1951AD11 I/O-TTL PCi 5.0
DREQ1/6 EPMIO# 196{AD10 VO-TTL PCl 5.0
DREQ6 147 |VCC -p 197 |AD9 /0-TTL| PCI 5.0
118 OREQ2 1-TTL 5.0 148 | PGNTO# 0] PCI 5.0 198 AD8 /O-TTL PCl 5.0
119{GND -G 149 | PGNT1# 0 PCI 5.0 1991AD7 K¥O-TTL| PCI 5.0
120 | DREQ3 I-TTL 5.0 1501 PGNT2# o] PCi 5.0 200|GND -G
DREQ3/7 151|08C I-TTL 5.0 201|VCC -G
DREQ7 152 |MDLE# I-TTL 5.0 202 |AD8 1O-TTL PCl 5.0
121|DREQS I-TTL 5.0 1583{HREQ (o] 4 5.0 203|ADS /O-TTL| PCI 5.0
122|DREQ6 I-TTL 5.0 TMOD# I-TTL 204 1AD4 /O-TTL| PCI 5.0
EPMIO# 154 MSGS2N @] 4 5.0 2051AD3 I1Q-TTL | PCI 5.0
123 |DREQ7 I-TTL 5.0 USBGNT# 206{AD2 IC-TTL| PCI 5.0
EPMI3# 155 | DDRQ1 -TTL 5.0 207 |AD1 VO-TTL PCi 5.0
124 | IRQ1 I-TTL 5.0 156 | DDRQO -TTL 5.0 208|ADO ¥O-TTL| PC! 5.0
125{1RQ3 I-TTL 5.0 157 | PLOCK# I-TTL 5.0
MIRQ3/5 158 | PAR 1/O-TTL PCt 5.0
126 |IRQ4 I-TTL 5.0 159 | PERR# 1/O-TTL PCI 5.0
MIRQ4/6 160 | SERR# 7O-TTL PCI 5.0
127 |IRQ5 -TTL 5.0 161 STOP# O-TTL| PCI 5.0
MIRQ7/9 162 | C/BE3# VO-TTL| PCt 5.0
1281RQ86 I-TTL 5.0 163|C/BE2# /O-TTL PCH 5.0
MPIRQO#/1# 164 {GND -G
MIRQ11/15 165|VCC I-P
129|1RQ7 I-TTL 5.0 166 |C/BE1# ¥O-TTL| PCI 5.0
EPMI1# 167 | C/BEO# 171O-TTL PCI 5.0
130 | IRQB# I-TTL 5.0 168 | FRAME# VO-TTL PC! 5.0
131{IRQ9 I-TTL 5.0 169[IRDY # 171O-TTL PCI 5.0
EPMI2# 170 | TRDY# /QO-TTL} PCI 5.0
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Table 3-8 82C568 Alphabetical Pin Cross-Reference List
Pin Name ;5'0“ Pin Name S:)n Pin Name S:)n Pin Name :‘;n Pin Name ,“:Ln
ADO 208| | DACK2#+EDACKEN# | 110 | |lOWs 83| | MMD27 20| [SDO+PPWR0+DDO 71
AD1 207| | *GPCS2# IRDY# 169 | | MMD28 19| | SD1+PPWR1+DD1 70
AD2 206| | pacion EOACKZH T gy 124| [MMD29 18| |SD2+PPWR2:DD2 | 69
AD3 205 | [DACKSRPPWALAY | 112| | IRQ3+MIRQYS 125 |MMD30 17| | SD3+PPWR3+DD3 68
AD4 204| | PPWRL2 IRQ4+MIRQ4/6 126 | | MMD31 16| | SD4+PPWR4+DD4 67
AD5 203| | DACKB#+GPCS2# 113 | IRQ5+MIRQ7/9 127! |MDLE# 152 | | $D5+PPWRS+DDS 66
AD6 202| | DACKT7# 115 | | IRQ6+MPIRQO#/1#+ | 128 | MEMCS16# 76| | SD6+PPWRE+DDE 65
AD7 199| { DDRQO 156 | | MIRQ11/15 MEMR# 78 | | SD7+PPWR7+DD7 64
AD8 198 | | DDRQ1 155 | |IRA7+EPMIT# 1291 Imemwe 79| | sps+DD8 63
AD9 197| | DEVSEL# 171| | IRC8# 130} "sanzs 52| [spe+oD9 62
AD10 196| |DREQO+DREQU/S+ | 116 |!RAS+EPMIZH 131} [MSGS2N+USBGNT# | 154| | SD10+DDI0 59
AD11 oy e IRQI0AMIRQIO/M2 | 132 | IOy 9| |sb11+0D11 58
AD12 194 BSE&’;DREQ”G* '17] [!Ra11+GMIRQ 1331 [osc 151| | SD12+DD12 57
AD13 193| | pREQ2 1e| LRQIMPIRQ2ABH | 134 | oD 158 | | SD13+DD13 58
AD14 192| |DREQ3+DREQITs |120| pRQI4+DINTO 135) Ipemme 159 | | SD14+DD14 55
AD15 191 | OREQ7 IRQIS+DINT! 138 | TeanTor 128| {SD15+DD15 54
AD16 ' 190] [OREQS 121 | LCLK 38| IeanTie - 149} [SERIRQ#+HLDA+ 1
AD17 189| | DREQB+EPMIO# 122 | |LMEM# "'l [panTos 150 | [EPMI0#+SIRQ '
AD18 1gg| |DREQ7+EPMIS# 123 | MMDO 3| eirqosrEPMITE 130 | | SERRY 5 160
Do . P EOP 89 MMD1 50 PIRQI#+IRO0 ) 120 SMEMR# 80
AD20 184 | |FERR# 7| | MMD2 49 | IPirQ2#-GPCSON 1ar] |SMEMwW ' .81
AD21 183| |FRAME# 168 | |MMD3 *8| [PirQassermize: | 143 |oM# I 4
D22 182 GND 14 MMD4 47 GPCS1# . | SPKR - - 92
pre a1] [anD 15| [MMDs 46| |PLOCKS 157 | |sToOP# 151
oon —1 [eno 37| |MmDs 45| | PRECO# 144 | |sTPCLK# . 13
o0 7a] [aND 8| |MmD7 44| |PREQT# 145| | TROY# 170
Yo 1 [ono 60| |MMD8 42| | PREQ2#+EPMI0# 1a8| [vee 26
— 75 | GND 721 | MMD9 41| | REFRESH# a1| [vee - 43
pree =31 [eno 96| | MMD10 ao| |RESET 2| |vee 61
o 2] [ano 119 | | MMD11 39 gggn%imxaocsw 53| |vee 97
GND 137 MMD12 36 VCC 114
AD30 173 ATCAS+SDRQ1+ 105
AD31 172 GND 142 MMD13 35 PREQ4# vCC 147
AEN 86| |GND 164 | |MMD14 34| | RTCRD#+PGNT3#+ | 108| | VCC 165
AHOLD 5] [GND 185| |MMD15 33| | SDACK2# VCC 180
— —1 [ono 186] [MmD16 32 g(‘rai mmsm\cmm 107 | [vee 201
AZOM#+KBRST 12| [GND 200| | MMD17 311 Tsace0m0 03| Cs 10
e -5] [HREQ-TMODH 1531 {MMD18 80| =51 [XDIR+PCNTRL 73
C/BEOF 167 IDEEN# 84 MMD19 29 SAZ+DAZ o1 ZEROWS#+PGNT3# 30
C/BE1# 166| | /GERR# 8| |MMD20 28 | ISA3:DCS01# 100 2%’;”5; PREQ3 104
C/BE2# 163| LINT 3| | MMDat 27| [sass0CS03# 99
C/BE3# 162| INTR 5| |MMD22 25| [SAs-0iORY 98
DACKO#+EDACKO+ | 108| |'OCHK# 88| | MMD23 24| [sas-Diows 95
g:\(l:v};i?GPCSOM IOCHRDY 87+ | MMD24 23 A7 DDACKOR "
l0CS16# 75| | MMD25 22
DACK1#+EDACK1+ | 109 SA8+DCS11# 93
DACKe# IOR# 82| |MMD26 21| serer-0DACKT# 77
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3.4 82C568 Signal Descriptions
3.4.1 Reset and Clock Signals
Signal
Pin Type Selected
Signal Name No. {Drive) By Signal Description
LCLK 138 -TTL Local Bus Clock: This is the same CLK signal that is also fed into the
82C567. it is used by the PC! bus state machine within the 82C568
and the 82C567. It is also used by the 82C568 to derive the AT clock
signal. Another identical clock signal is used to clock the PCI and local
bus devices.
ATCLK 74 0] AT Bus Clock: This clock input to the ISA bus is programmable to be
(8mA) LCLK, LCLK/2, LCLK/3, and LCLK/4,
0sC 151 I-TTL Timer Oscillator: This is the main clock used by the internal 8254
timers. [t is connected to the 14.31818MHz oscillator.
INIT 3 0 CPU Initialize: A shutdown cycle will trigger INIT, or a low-to-high
(4mA) transition of I/O Port 92h bit O will trigger INIT. If keyboard emulation is
enabled (default), an INIT will be generated when a Port 64h write
cycle with data FEh is decoded. If keyboard emulation has been dis-
abled, then this signal will be triggered when it sees the KBRST from
the keyboard... _
RESET 2 I-S CPU Reset: An output from the 82C567 in response to a PWRGD
input.
3.4.2 ISA Bus and IDE Interface Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
ROMCS# 53 0 Cycle BIOS ROM Chip Select: ROMCS# goes active on both reads and
(4mA) | Multiplexed writes to the ROM area to support flash ROM,
KBDCS# 0] Keyboard Chip Select: This output decodes accesses to the key-
(4mA) board controller.
DCS13# 0 IDEEN# will Secondary Drive Chip Select 3: When configured as DCS13#, this
(4mA) | drive the pin functions as the chip select signal for the secondary IDE. After the
74F244 82C567 translates the CPU cycle to a PCl cycle, the 82C568 decodes
active to allow | the address on the AD lines and asserts this signal to select the com-
the signal to | mand block register for the primary 1DE.
pass to the This signal should be buffered and this buffered output will be valid
IDE interface.

only when IDEEN# is asserted by the 82C568.

912-2000-014
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
SBHE# 77 I/O-TTL | Cycle System Byte High Enable: When asserted, SBHE# indicates that a
(8mA) | Multiplexed byte is being transferred on the upper byte (SD[15:8]) of the data bus.
SBHE# is negated during refresh cycles. SBHE# is an output when
the 82C568 owns the ISA bus. .
DDACK1# 0 IDEEN# will Secondary Drive DMA Acknowledge: When configured as
(8mA) | drive the DDACK14, this pin functions as the secondary drive DMA acknowi-
74F244 edge signal.
actlvg to allow This signal should be buffered and this buffered output will be valid
the signal o} o1y when IDEEN# is asserted by the 82C568.
pass to the
IDE interface.
SA8 93 I/O-TTL | Cycle System Address Bus Line 8: The SA[8:0] and LA(23:9] signals on
(8mA) | Multiplexed the 82C567 provide the address for memory and I/0 accesses on the
ISA bus. The addresses (SA[8:0]) are outputs when the 82C568 owns
the ISA bus and are inputs when an external ISA master owns the ISA
bus.
DCS11# o IDEEN# will Secondary Drive Chip Select 1: When configured as DCS11# this
(8mA) | drive the pin functions as the chip select signal for the secondary IDE. After the
74F244 82C567 translates the CPU cycle to a PCl cycle, the 82C568 decodes
active to allow | the address on the AD lines and asserts this signal to select the com-
the signat to mand block register for the primary IDE.
passtothe | rhis gignal should be buffered and this buffered output will be valid
IDE interface. | 5niy when IDEEN# is asserted by the 82C568.
SA7 94 I/O-TTL | Cycle System Address Bus Line 7: Refer to the signal description for SA8.
(8mA) | Multiplexed
DDACKO# (0] IDEEN# will Primary Drive DMA Acknowledge: When configured as DDACKO#,
(8mA) | drive the this pin functions as the primary drive DMA acknowledge signal.
74F244 This signal should be buffered and this buffered output will be valid
activetoallow | o when IDEEN# is asserted by the 82C568.
the signal to
pass to the
IDE interface.
SA6 95 I/O-TTL | Cycle System Address Bus Line 6: Refer to the signal description for SA8.
(8mA) | Multiplexed
DIOW# O IDEEN# will IDE I/O Write Strobe: When configured as DIOW#, this pin functions
(8mA) | drive the as the write strobe signal for the primary and secondary IDE drives.
74F244 The rising edge of DIOW# samples data from the IDE data bus
active to allow | (DA[15:0]) into a register or the data port of the drive.
the signal to | 1pig signal should be buffered and this buffered output will be valid
pass to the only when IDEEN# is asserted by the 82C568.
IDE interface.

912-2000-014
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
SA5 98 I/O-TTL | Cycle System Address Bus Line 5: Refer to the signal description for SA8.
(8mA) | Muitipiexed
DIOR# o] IDEEN# will IDE /O Read Strobe: When configured as DIOR#, this pin functions
(8mA) | drive the as the read strobe signal for the primary and secondary IDE drives.
74F244 The low level of DIOR# enabies data from a register or the data port
active to allow | of the drive on the data bus (DD{15:0]).
the signal to | rpig signal should be buffered with a 74F244. This buffered output will
passtothe |6 yalig only when IDEEN# is asserted by the 82C568.
IDE interface.
SA4 99 I/O-TTL | Cycle System Address Bus Line 4: Refer to the signal description for SA8.
(8mA) | Multiplexed
DCS03# 0] IDEEN# will Primary Drive Chip Select 3: When configured as DCS03#, this pin
(8mA) | drive the functions as the chip select signal for the primary IDE. After the
74F244 82C567 translates the CPU cycle to a PCl cycle, the 82C568 decodes
active to allow | the address on the AD lines and asserts this signal to select the com-
the signal to | mand block register for the primary IDE.
passtothe | niq signal should be buffered and this buffered output will be valid
IDE interface. | o1y when IDEEN# is asserted by the 82C568.
SA3 100 /O-TTL | Cycle System Address Bus Line 3: Refer to the signal description for SAS8.
C (8mA) | Muitiplexed
DCSO1# 0 IDEEN# will Primary Drive Chip Select 1: When configured as DCS01#, this pin
(8mA) | drive the functions as the chip select signal for the primary IDE. After the
74F244 82C567 translates the CPU cycle to a PCl cycle, the 82C568 decodes
active to allow | the address on the AD lines and asserts this signal to select the com-
the signal to mand block register for the primary IDE.
passtothe | tyjs signal should be buffered and this buffered output will be valid
IDE interface. | only when IDEEN# is asserted by the 82C568.
SA[2:0] 101:103 | I/O-TTL | Cycle System Address Bus Lines 2 through 0: Refer to the signal
(8mA) | Multiplexed description for SA8.
DA[2:0] VO-TTL IDE Drive Address Lines 2 through 0: This 3-bit binary coded
(8mA) address is asserted by the 82C568 to access a register or a data port
in the primary/secondary IDE drive. It is recommended that these sig-
nals be buffered and driven to the IDE drives.
IDEEN# 84 6] IDE Enable: This signal is asserted by the 82C568 for all accesses to
(8mA) and from the IDE drives. Most of the IDE control signals need to be

buffered via a 74F244 and driver to the IDE drives. IDEEN# should be
connected to the output enable of the 244’s. This will prevent the IDE
drives from responding to any other cycle.

A 4.7K pull-up resistor must be provided on this signal.
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
SD[7:0] 64:71 I/O-TTL | Cycle System Data Bus Lines 7 through 0: SD[7:0] along with SD[15:8]

(8mA) | Multiplexed provide the 16-bit data path for devices residing on the ISA bus.
These fines should be pulled up externally.

PPWR([7:0] I/O-TTL Peripheral Power Control Lines 7 through 0: The peripheral power
(8mA) control signals are latched externally with the PPWRL# signal.
These lines should be pulled up externally.
DD{7:0] I/O-TTL Disk Data Lines 7 through 0: DD[7:0] along with DD{15:8] provide
(8mA) the 16-bit data path for the IDE disk drives.
SD{15:8) 54:59, | //O-TTL | Cycle System Data Bus Lines 15 through B: SD{15:8] are used along with
62, 63 (8mA) | Muitiplexed SD{7:0] to provide the 16-bit data path for devices residing on the 1SA
bus.
DD{15:8] 11O-TTL Disk Data Lines 15 through 8: DD[15:8] along with DD[7:0] provide
(8mA) the 16-bit data path for the IDE disk drives.
DDRQ1 4 155 I-TTL ‘ Secondary IDE Drive Data Request: The secondary master IDE
: drive asserts this signal to the 82C568 when it needs control of the
bus.

it is recommended that this line be pulled low externally. e

DDRQO ‘ 156 -TTL ‘ Primary IDE Drive Data Request: The primary master IDE drive
asserts this signai to the 82C568 when it needs control of the bus, -

It is recommended that this line be pulled fow externélly

10CS164 75 -TTL 16-Bit I/O Chip Select: This signal is driven by /G devices on the ISA
bus to indicate that they support 16-bit /0 bus cycles. -
MEMCS16# 76 1/O-TTL 16-Bit Memory Chip Select: ISA slaves that are 16-bit memory
(8mA) devices drive this signal low. MEMCS16# is an input when the
82C568 owns the I1SA bus.
MEMR# 78 I/O-TTL Memory Read: MEMR# is the command to a memory slave that it
(8mA) may drive data onto the ISA data bus. MEMR# is an output when the

82C568 is a master on the ISA bus. MEMR# is an input when an I1SA
master, other than 82C568, owns the ISA bus.

MEMW# 79 I/O-TTL Memory Write: MEMW# is the command to a memory slave that it
(8mA) may latch data from the |SA data bus. MEMWit is an output when the
82C568 owns the ISA bus. MEMW# is an input when an ISA master,
other than the 82C568, owns the ISA bus.

AEN 86 I1O-TTL Address Enable: AEN is asserted during DMA cycles to prevent I/O
(8mA) slaves from misinterpreting DMA cycles as valid I/O cycles. When
asserted, AEN indicates to an I/O resource on the ISA bus that a DMA
transfer is occurring. This signal is also asserted during refresh

cycles.
IOCHRDY 87 /O-TTL I/O Channel Ready: Resources on the ISA bus negate IOCHRDY to
(8mA) indicate that wait states are required to compiete the cycle.

If the local bus IDE is being used, the DCHRDY signal from the IDE
drives could be connected to this signal directly or through a buffer.
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82C568 Signal Descriptions (cont.)

Signal |
Pin Type Selected
Signal Name No. (Drive) By Signal Description
IOCHK# 88 I-TTL I/0 Channel Check: When asserted, this signal indicates that a parity
or an uncorrectable error has occurred for a device or memory on the
ISA bus.
BALE 85 0] Bus Address Latch Enabie: BALE is an active high signal asserted
(8mA) by the 82C568 to indicate that the address, AEN, and SBHE# signal
lines are valiid. BALE remains asserted throughout ISA master and
DMA cycles.
IOR# 82 /O-S /O Read: IOR# is the command to an ISA [/O stave device that the
(8mA) slave may drive data on to the ISA data bus (SD[{15:0]). The I/O slave
device must hold the data valid until after (OR# is negated. IOR# is an
output when the 82C568 owns the ISA bus. IOR# is an input when an
external ISA master owns the ISA bus.
IO Wi 83 I10-8 1/0 Write: IOW# is the command to an ISA I/O slave device that the
(8mA) slave may latch data from the ISA data bus (SD[15:0]). IOW# is an
output when the 82C568 owns the ISA bus. IOW# is an input when an
external ISA master owns the I1SA bus.
SMEMR# 80 o) System Memory Read: The 82C568 asserts SMEMR# to request a
(8mA) memory slave to provide data. If the access is below the 1MB range
(00000000h-000FFFFFh) during DMA compatible, 82C568 master, or
ISA master cycles, the 82C568 asserts SMEMR#.
SMEMW# 81 - 0 System Memory Write: The 82C568 asserts SMEMW# to request a
~(8mA) memory slave to accept data from the data lines. If the access is
below the 1MB range (00000000h-000FFFFFh) during DMA compati-
bie, 82C568 master, or ISA master cycles, the 82C568 asserts
SMEMW#.
ZEROWS# 90 I/O-TTL | PCIDV1 Zero Wait States: An [SA slave asserts ZEROWSH# after its address
(PCl) |51h[6]=0 and command signals have been decoded to indicate that the current
cycle does not require any wait states.
PGNT3# 0 PCIDV1 PCl Grant 3: When this pin functions as PGNT3# and itis asserted, it
(PCl) |51h[6] =1 indicates that the device on PCI Siot 4 has been granted use of the
PCI bus.
XDIR 73 1/O-TTL X Bus Direction: This signal is connected directly to the direction
(4mA) control of a 74F245 that buffers the utility data bus.
PCNTRL O-TTL Power Control: During power-on reset, this pin is a strap option to
(4mA) decide on what kind of power management scheme is required.
If sampled high on reset, the PPWRL# pin functions as a power latch
control strobe and GPCS0#+PPWRL1 takes on its programmed func-
tionality.
If sampled low at reset, and PPWRL# functions as PPWRL2 and
GPCS0#+PPWRL1 as PPWRLA1. In this case, the external power con-
trol latch cannot be used.
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82C568 Signal Descriptions (cont.)
3.4.3 82C567 and 82C566 Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
MMD{31:0] 16:25, | /O-TTL IPC to DBC Data Path: These pins are connected directly to the
27:36, (4mA) 82C566. This private bus serves as a conduit for CPU reads/writes to/
39:42, from PCI/ISA. These lines have internal pull-up resistors.
44:51
MDLE# 152 I-TTL Memory Data Latch Enable: This input is connected to the MDLE#
pin of the 82C567 to control the data flow from the PCI AD[31:0] bus
to the high 32-bit memory data bus, MMD{31:0], and vice versa. itis
used to latch the data during CPU writes to PCl and PCI writes to
DRAM and L2 cache.
HREQ 153 0 Hold Request: This output signal is connected to the HREQ pin of
(4mA) the 82C567 and indicates that there is a master or DMA cycle request
from the 82C568.
TMOD# I-TTL | Strap Option | Test Mode Operation: During power-up, this pin is used to enter test
at RESET mode operation if this is low.
LMEM# 11 I-TTL Local Memory Accessed Indication: This signal serves as a local -
device memory accessed indication during local bus master cycles. -~
MSGN2S 52 | PCIDV1 82C567 to 82C568 Message: This pin is used to communicate . .
_5Fh[7] =1 between the 82C567 and 82C568. This pin should be connected
directly to the MSGN2S pin of the 82C567.
MSGS2N 154 0 PCIDV1 82C568 to 82C567 Message: This pin is used to communicate
(4mA) | 5Fh[6:5] = 10 | between the 82C568 and 82C567. This pin should be connected
directly to the MSGS2N pin of the 82C567.
USBGNT# 0 PCIDV1 Universal Serial Bus Grant: This pin is used toinform the USB
(4mA) | 5Fh[6:5] = 11 | device in the 82C567 that the PCI bus is granted to it. This pin should

be connected directly to the USBGNT# pin of the 82C567.

3.4.4 PCIl Bus Interface Signals

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
C/BE[3:0])# 162, I/O-TTL PCl Bus Command and Byte Enables: During the address phase of
163, (PCY) a transaction, C/BE[3:01# defines the PCI command. During the data
166, 167 phase, C/BE[3:0]# are used as the PCI byte enables. The PCl com-
mands indicate the current cycle type, and the PCl byte enables indi-
cate which byte lines carry meaningful data. The 82C568 drives C/
BE[3:0]# as an initiator of a PCI bus cycle and monitors C/BE[3:0}# as
a target.
PAR 158 [/O-TTL Calculated Parity Signal: PAR is “even” parity and is caiculated on
(PCI) 36 bits, AD[31:0] plus C/BE[3:0]#. PAR is generated for address and
data phases and is only guaranteed to be valid on the PCI clock after
the corresponding address or data phase.
912-2000-014
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
FRAME# 168 /O-TTL Cycle Frame: FRAME# is driven by the current bus master to indi-
(PCH) cate the beginning of a PCI cycle and is maintained asserted for the
entire duration of an access. FRAME# is asserted to indicate that a
bus transaction is beginning. FRAME# is an input to the 82C568
when the 82C568 is the target. FRAME# is an output when the
82C568 is the initiator.
IRDY# 169 /O-TTL Initiator Ready: IRDY# indicates the ability of the 82C568, as an initi-
(PCH) ator, to complete the current data phase of the transaction. It is used
in conjunction with TRDY #. A data phase is completed on each clock
that both IRDY # and TRDY# are sampled asserted. IRDY# is an input
to the 82C568 when the 82C568 is the target and an output when the
82C568 is an initiator.
TRDY#. 170 IO-TTL Target Ready: TRDY# indicates the ability of the 82C568 to complete
(PCI) the current data phase of the transaction. It is used in conjunction with
IRDY # A data phase is completed on each clock that TRDY # and
IRDY # are both sampled asserted. TRDY# is an input to the 82C568
when the 82C568 is the initiator and an output when the 82C568 is a
) target.
- | DEVSEL# 171 I/O-TTL Device Select: The 82C568 asserts DEVSEL# to claim a PCl trans-
1 g ‘ (PCY) action. As an output, the 82C5€8 asserts DEVSEL# when it samples
configuration cycles to the 82C568 configuration registers. As an
input, DEVSEL# indicates the response to a transactions. If no slave
claims the cycle within four PCICLKs after the assertion of FRAME#,
the 82C568 asserts DEVSEL# to claim the cycle and initiates an ISA
cycle.
STOP# 161 I/O-TTL Stop: STOP# indicates that the 82C568, as a target, is requesting a
(PCI) master to stop the current transaction. As a master, STOP# causes
the 82C568 to stop the current transaction. STOP# is an output when
the 82C568 is a target and an input when the 82C568 is an initiator
PLOCK# 157 I-TTL PCI Lock: PLOCK# is used to indicate an atomic operation that may
require multiple transactions to complete. When PLOCK# is assented,
non-exclusive transactions may proceed to an address that is not cur-
rently locked.
PERR# 159 I/O-TTL Parity Error: PERR# may be pulsed by any agent that detects a par-
(PCY) ity error during an address phase, or by the master or the selected tar-
get during any data phase in which the AD[31:0] lines are inputs.
SERR# 160 I/O-TTL System Error: SERR# can be pulsed active by any PC| device that
(PCI) detects a system error condition.
AD[31:0] 172:179, | VO-TTL PCl Address and Data: AD[31:0] are bidirectional address and data
181:184, | (PC)) lines for the PCI bus. The AD[31:0] signals sample or drive the
187:199, address and data on the PCl bus.
202:208 This bus also serves as a conduit for transferring address information
to the 82C567 during ISA master cycles. It conveys the SA[8:0] infor-
mation to the 82C567 on these lines.

Page 42

M 300419L 0DO2L40 3TS MW

912-2000-014
Revision: 3.0




82C566/82C567/82C568

m
82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

PIRQO# 139 -TTL | PCIDV1 PCl interrupt Request 0: An active low assertion indicates that the
45h[1:0] = 00 | respective interrupt is active.

EPMI1# -TTL | PCIDV1 External Power Management Input 1: If configured to be an EPMI1#
45h[1:0] = 01 | input, this signal should have an external pull-up.

PIRQ1# 140 -TTL | PCIDV1 PCl Interrupt Request 1: An active low assertion indicates that the
45h[3:2] = 00 | respective interrupt is active.

If IRQ6 has been programmed to take on the MPIRQO#/1# functional-
ity, this pin should be puiled up.

IRQO I-TTL [ PCIDVA Interrupt Request 0: if IRQ6 has been programmed to take on the
45h[3:2] = 01 | MPIRQO#/1# functionality, this pin should be pulled up.

PIRQ2# 141 I-TTL | PCIDV1 PCl Interrupt 2: An active low assertion indicates that the respective
51h[3] =0 interrupt is active.

GPCSo# o PCIDV1 General Purpose Chip Select 0

(4mA) | 51h[3} =1

PIRQ3# 143 I-TTL | PCIDVA PCl Interrupt 3: An active low assertion indicates that the respective

51h[4] =0 interrupt is active. —
|and :
45h[5] =0 .

EPMI2# I-TTL | PCIDV1 External Power Management Input 2: If configured to be an EPMI2#
51h[4] =0 input, this signal should have an external pull-up. ~ '
and
45h[5] = 1

GPCS1# 0 PCIDVA General Purpose Chip Select 1

(4mA) |51h{4] = 1
and
45h[5] = X

PREQO# 144 I-TTL PCl Request 0: An active low assertion indicates that the device on
PCI Slot 1 desires the use of the PCI bus. This signal should be pulled
up externally.

PREQ1# 145 I-TTL PCl Request 1: An active low assertion indicates that the device on
PCI Slot 2 desires the use of the PCI bus. This signal should be pulied
up externally.

PREQ2# 146 I-TTL | PCIDVA PCl Request 2: An active low assertion indicates that the device on

53h[6] =0 PCI Slot 3 desires the use of the PCI bus. This signal should be pulied
up externatly.

EPMIO# -TTL [ PCIDV1 External Power Management input 0
53h{6] = 1

PGNT[2:0}# 148:150 0 PCl Grants 2 through 0: An active low assertion indicates that one of

(PCY) the initiators on PCI Slot 1, 2, or 3 has been granted use of the PCl
bus.
912-2000-014 I 9004196 0002k4) 234 W
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82C568 Signal Descriptions (cont.)

3.4.5 CPUInterface Signals
Signal
Pin Type Selected
Signal Name No. {Drive) By Signal Description
SMi# 4 o System Management Interrupt: This signal is used to request Sys-
(4mA) tem Management Mode (SMM) operation from the CPU.
STPCLK# 13 0 Stop Clock: This signal is connected to the STPCLK# input of the
(4mA) CPU. It causes the CPU to get into the STPGNT# state.
If an M1 processor is being used, this signal can be connected to the
SUSP# signal.
AHOLD 5 -TTL Address Hold: This input is connected to the AHOLD pin of the
82C567 and is used to monitor bus arbitration.
INTR 6 I/O-TTL Interrupt Request: INTR is driven by the 82C568 to signal the CPU
(4mA) that an interrupt request is pending and needs to be serviced. The
interrupt controller must be programmed following a reset to ensure
that INTR is at a known state.
NMI g 0 Non-Maskable Interrupt: This signal is activated when a parity error
‘ - {4mA} from a local memory read is detected or when the IOCHK# signal
from the ISA bus is asserted and the corresponding control bit in Port
B is also enabled. The 82C568 also generates an NMI when either
PERR# or SERR# is asserted.
A20M# 12 O PCIDVA Address 20 Mask: This signal is derived from the keyboard
o (4mA) [41h[4]=0 GATEA20 emulation and Port 92h bit 1.
If keyboard emulation has been enabled, this pin takes on the A20M#
functionality. It outputs A20M# whenever it decodes a Port 92h fast
i GATEAZ20 or a keyboard GATEA20.
KBRST I-TTL | PCIDVA Keyboard Reset: This input monitors the keyboard reset signal.
41h[a] =1 If keyboard emulation has been disabled, this pin takes on the KBRST
functionality. The 82C568 takes the KBRST from the keyboard and
responds by generating an INIT to the CPU.
3.4.6 ISA DMA Arbiter Signals
Signal
Pin Type - Selected
Signal Name No. (Drive) By Signal Description
DREQO 116 I-TTL | PCIDV1 DMA Request 0: The DREQ is used to request DMA service from the
48h[3:2] = 00 | DMA controller of the 82C568.
DREQO/5 [-TTL | PCIDV1 Multiplexed DMA Request 0/5: if configured as a multiplexed input,
48h{3:2) =01 | an external multiplexer is required.
DREQ5 I-TTL | PCIDV1 DMA Request 5
48h[3:2] = 10
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Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
DREQ1 117 I-TTL | PCIDV1 DMA Request 1: The DREQ is used to request DMA service from the
48h(5:4] = DMA controller of the 82C568.
DREQ1/6 I-TTL | PCIDV1 Multiplexed DMA Request 1/6: If configured as a multiplexed input,
48h[5:4] = an external multiplexer is required.
DREQ6 I-TTL | PCIDV1 DMA Request 6
48h[5:4] = 10
DREQ2 118 TTL DMA Request 2: The DREQ is used to request DMA service from the
DMA controller of the 82C568.
DREQ3 120 I-TTL | PCIDV1 DMA Request 3: The DREQ is used to request DMA service from the
48h[7:6] = DMA controller of the 82C568.
DREQ3/7 I-TTL | PCIDV1 Multiplexed DMA Request 3/7: If configured as a multiplexed input,
48h([7:6] = an external multiplexer is required.
DREQ7 I-TTL | PCIDV1 DMA Request 7
48h[7:6] = 10
DREQS 121 -TTL DMA Request 5: The DREQ is used to request DMA service from the
DMA controller of the 82C568.
DREQS6 122 I-TTL | PCIDVH DMA Request 6: The DREQ is used to request DMA service from the
42h[0] = DMA controller of the 82C568. .
EPMIO# I-TTL | PCIDV1 External Power Management input 0: if conflgured to be an EPMIO#
42h[0] = 1 input, this signal should have an external pull-up.
DREQ7 123 [-TTL | PCIDV1 DMA Request 7: The DREQ is used to request DMA service from the
49h(1:0] = DMA controller of the 82C568. -
EPMI3# -TTL | PCIDV1 External Power Management input 3: !f configured to be an EPMI3#
49h[1:0] = input, this signal should have an external pull-up.
DACKO# 108 O PCIDV1 DMA Acknowledge 0
(6mA) | 44h[1:0] =
and
44h[3:2] =
EDACKO 0] PCIDV1 Encoded DACK 0: If configured as an encoded DMA acknowledge
(6mA) | 44h[1:0] = 10 | signal, an external decoder is required.
and
44h[3:2] =
DACKS# (0] PCIDV1 DMA Acknowledge 5
(6mA) |44h[3:2] =10
GPCSO# O PCIDVA1 General Purpose Chip Select 0
(4mA) | 44h(3:2) = 11,
44h[1:0] =
and SYSCFG
FDh[1]=0
PPWRL1 0] PCIDV1 Peripheral Power Latch 1: This signal can be used to put the clock
(4mA) | 44h[3:2] = 11, | synthesizer into the Doze mode.
44n[1:0] =
and SYSCFG
FDh{1] =1
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
DACK1# 109 o] PCIDVA DMA Acknowledge 1
(6mA) | 44h[1:0] = 01
and
44h[5:4] = 0X
EDACK1 0] PCIDV1 Encoded DACK 1: If configured as an encoded DMA acknowiedge
{6mA) | 44h{1:0] =10 | signal, an external decoder is required.
and
44h(5:4] = 0X
DACK6# o) PCIDV1 DMA Acknowledge 6
(6mA) | 44h[5:4]=10
DACK2# 110 O PCIDV1 DMA Acknowledge 2
(6mA) | 44h[1:0] = OX
and
51h{5]=0
EDACKEN# 0] PCIDV1 Encoded DACK Enable: If configured as an encoded DMA acknowi-
(6mA) | 44h[1:0] = 1X: | edge signal, an external decoder is required.
and
51h[5] =0 .
GPCS2# 0 PCIDV1 General Purpose Chip Select 2
(BmA) | 51h[5] =1
DACK3# 111 o] PCIDV1 DMA Acknowledge 3
(6mA) | 44h{1:0] = O1 :
and
44h[7:6] = 0X
EDACK2 o] PCIDV1 Encoded DACK2: If configured as an encoded DMA acknowledge
(6mA) 144h{1:0}=10 |signal, an external decoder is required.
and
44h({7:6] = 0X
DACK7# O PCIDV1 DMA Acknowledge 7
(6mA) | 44h{7:6] = 10
DACKS5# 112 (0] PCIiDV1 DMA Acknowledge 5
(6mA) | 4Fh{7]1=0
PPWRL# O PCIDVA Peripheral Power Latch Control Signal: This signal is used to con-
(4mA) | 4Fh{7] =1 trol the external latching of the peripheral power control signals
and PPWR(7:0]. This signal is pulsed after reset to preset the external
atreset, XDIR | latch.
(pin73) = 1
PPWRL2 o] PCIDV1 Peripheral Power Latch 2: This signal can be used to put the clock
(4mA) |4Fh{7] =1 synthesizer into the power-down mode.
and
atreset, XDIR
(pin73) =0
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
DACKe6# 113 o PCIDV1 DMA Acknowledge 6
(6mA) [4Fh[1}=0
and
44h[1:0] = 01
GPCS2# o PCIDVA General Purpose Chip Select 2
(6mA) |{4Fh[1]=1
DACK7# 115 0] DMA Acknowledge 7
(6mA)
EOP 89 I/1O-TTL End of Process: EOP is bidirectional, acting in one of two modes,
(8mA) and is directly connected to the TC line of the ISA bus. DMA slaves
assert EOP to the 82C568 to terminate DMA cycles. The 82C568
asserts EOP to DMA slaves as a terminal count indicator.
REFRESH# 91 1/O-TTL Refresh: As an output, this signal is used to inform the 82C567 to
(8mA) refresh the local DRAM. When another bus master has control of the
bus, this pin is an input to the 82C568. This signal is generated once
in 15us by the 82C568 or an {SA master.
32KHZ 104 [-S PCIDV1 32KHz Clock: This signal is the 32KHz clock input.
51h[7]=0
and
5Eh{6] = 0 o
PREQ3# [-S PCIDV1 PCl Request 3: An active low assertion indicates that the device on
' 51h{7] =1 PCI Slot 4 desires the use of the PCI bus. This signal should be pulled
and up externalily.
5Eh[6] =0
SDACK2# | PCIDV1 Steerable DACK for Channel 2
51h[7] =X
and
5Eh[6] = 1
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82C568 Signal Descriptions (cont.)

3.4.7 Interrupt Control Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
IRQ1 124 -TTL Interrupt Request 1: This IRQ1 signal provides the keyboard control-
ler with a mechanism for asynchronously interrupting the CPU.
IRQ3 125 I-TTL | PCIDVA Interrupt Request 3: The IRQ3 signal provides serial port 2 with a
53h[7] =0 mechanism for asynchronously interrupting the CPU.
MIRQ3/5 [-TTL | PCIDVA1 Muitipiexed IRQ3/5
53h[7] = 1
IRQ4 126 I-TTL | PCIDV1 Interrupt Request 4: The IRQ4 signal provides serial port 1 with a
49h[2] =0 mechanism for asynchronously interrupting the CPU.
If configured as a multiplexed input, an external multiplexer is
required.
MIRQ4/6 I-TTL | PCIDV1 Multiplexed IRQ4/6: These interrupts are used as mechanisms for
49h(2] = 1 asynchronously interrupting the CPU. IRQ4 relates to serial port 1 and
IRQ6 relates to the floppy disk controller.
IRQ5 127 I-TTL | PCIDV1 Interrupt Request 5: The IRQS5 signal provides parallel port 2 with a
53h(7]1=0 mechanism for asynchronously interrupting the CPU.
MIRQ7/9 FTTL | PCIDV1 Multipiexed IRQ7/9
» 53h[7] =1
IRQB6 128 I-TTL | PCIDVA Interrupt Request 6: The IRQ6 signal provides the floppy disk con-
49h[3] =0 troller with a mechanism for asynchronously interrupting the CPU.
and
53h[7] =0
MPIRQO#/1# I-TTL | PCIDVH Multiplexed PCI Interrupt 0/1: If configured as a multipiexed input,
48h{3] =1 an external multiplexer is required.
MIRQ11/15 I-TTL | PCIDVA Multiplexed IRQ11/15: If configured as a multiplexed input, an exter-
49h(3) =0 nal multiplexer is required.
and
53h[7] = 1
IRQ8# 130 I-TTL Interrupt Request 8: This IRQ8 signal provides the real-time clock
with a mechanism for asynchronously interrupting the CPU.
IRQ9 131 I-TTL {PCIDV1 Interrupt Request 9: This pin is used to provide interrupt request 9 to
53h(7]1=0 the CPU.
EPMI2# [-TTL | PCIDV1 External PMI 2: If configured as EPMI0#, this signat should be pulled
53h(7} =1 up externally.
IRQ7 129 I-TTL | PCIDV1 Interrupt Request 7: This IRQ7 signal provides parallel port 1 with a
53h[7]=0 mechanism for asynchronously interrupting the CPU.
EPMI14 TTL | PCIDV1 External PMI 1: If configured as EPMI 14, this signal should be pulled
53h[7]1 =1 up externally.
IRQ10 132 -TTL | PCIDV1 Interrupt Request 10
49h[4] =0
MIRQ10/12 I-TTL | PCIDV1 Multiplexed IRQ10/12: If configured as a multiplexed input, an exter-
48h[4] = 1 nal multiplexer is required.
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82C568 Signal Descriptions (cont.)

Signal
Pin Type Selected

Signal Name No. (Drive) By Signal Description

IRQ11 133 I-TTL | PCIDWH Interrupt Request 11: This pin used to provide interrupt request 11 to

53h{7]1=0 the CPU.

GMIRQ I-TTL | PCIDV1 General Purpose Motherboard Interrupt Request: Pin 133 can

53h[7] =1 also function as a general purpose |RQ line on the motherboard.
Through register settings, this line can be mapped cnto any of the
IRQ lines.

IRQ12 134 TTL | PCIDVA Interrupt Request 12: This pin can be programmed to be interrupt

49h(6:5] = 0X | request 12 for a mouse device.

MPIRQ2#/3# -TTL | PCIDV1 Multiplexed PCI Interrupt 2/3: if configured as a multiplexed input,

49h[6:5] = 10 | an external muitiplexer is required.

IRQ14 135 I-TTL | Cycle Interrupt Request 14: This IRQ14 signal provides the expansion slot

Multiplexed with a mechanism for asynchronously interrupting the CPU.

DINTO I-TTL Disk Interrupt 0: if the local bus IDE is being used, then the DINTO
output from the primary drive should be directly wired to this input. if
the iocal bus IDE is enabled, this interrupt will not be available for use
on the ISA bus.

IRQ15 136 I-TTL {Cycle Interrupt Request 15: This IRQ15 signal provides the expansion slot

Multiptexed with a mechanism for asynchronously interrupting the CPU. _

DINT1 I-TTL Disk Interrupt 1: If the local bus IDE is being used, then the DINTJ
output from the secondary drive should be directly wired to this input.
If the local bus IDE is enabled, this interrupt will not be available for
use on the ISA bus.

FERR# 7 I-TTL Floating Point Coprocessor Error: This input causes two opera~
tions to occur. IRQ13 is triggered and IGERR# is enabled. An I/O
write to Port FOh will set IGERR# low when FERR# is low. -

IGERR# 8 O Ignore Coprocessor Error: Normally high, IGERR# will go low after

(4mA) FERR# goes low and an |/O write to Port OFOh occurs. When FERR#
goes high, IGERR# is driven high.
912-2000-014
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82C568 Signal Descriptions (cont.)

3.4.8 RTC, Timer, and Steerable DRQ/DACK# Signals
Signal
Pin Type Selected
Signal Name No. (Drive) By Signal Description
RTCAS 105 O PCIDV1 RTC Address Strobe: This output is connected to the address strobe
(4mA) [5Eh[7]=0 of the external real-time clock.
and
60h[4] =0
SDRQ1 I-TTL PCIDV1 Steerable DRQ for Channei 1
5Eh[{7] =1
and
60h[4] =0
PREQ4# ] PCIDVA PCl Request 4: An active low assertion indicates that the device on
5Eh[7] =X PCI Siot 5 desires the use of the PCI bus. This signal should be pulled
and up externally.
60h[4] = 1
RTCRD# 106 O PCIDV1 RTC Read: This pin is used to drive the read signal to the external
(4mA) 159h{0] =0 | real-time clock.
and
5Eh[6] =0
PGNT3# 0] PCIDV1 PCI Grant 3: When this pin functions as PGNT3# and it is asserted, it
' (PCIl) |59h[0] =1 indicates that the device on PCI Slot 4 has been granted use of the
and PCI bus. '
SDACK2# 0] PCIDV1 Steerable DACK for Channel 2
(6mA) | 59h[0] = X
and
5Eh[6] = 1
RTCWR# 107 O PCIDV1 RTC Write: This pin is used to drive the write signal to the external
(4mA) |SER[7] =0 real-time clock.
and
60h[4] =0
SDACK1# o} PCIDV1 Steerable DACK for Channel 1
(6mA) | 5Eh[7]1=1
and
60h[4]=0
PGNT4# (e} PCIDVA1 PCI Grant 4: When this pin functions as PGNT4# and it is asserted, it
(4mA) | 5Eh[7] =X indicates that the device on PCI Slot 5 has been granted use of the
and PC! bus.
60h[4] = 1
SPKR 92 6] Speaker Data: This pin is used to drive the system board speaker.
(16mA) This signal is a function of the internal Timer-0 Counter-2 count and

bit 1 of Port 61h.
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82C568 Signal Descriptions (cont.)

3.4.9 Serial Interrupt Interface Signais

Pin Signal Selected
Signal Name No. Type By Signal Description
SERIRQ# 1 | PCIDV1 Serial Interrupt Request: The SERIRQ# signal is a wired OR signal
55h{4} =1, that passes the state of one or more device’s IRQ(s) to the host inter-
59h[3] = 0, rupt controller. This input is used to support ISA standard IRQs within
and PCl-based systems.
5Fh(4) =0
HLDA I PCiDV1 CPU Hold Acknowledge: This input is connected to the HLDA pin of
55h[4] = 0, the CPU. HLDA indicates, in response to a HOLD, when the CPU has
59h([3] = 0, relinquished bus control to another bus master.
and
5Fh{4] =0
EPMIO# 1 PCIVD1 External Power Management Input 0
55h[4] = 0,
59h(3] =1,
and
5Fh[4] =0
SIRQ ! PCIVD1 Steerable Interrupt Request
55h[4] =0,
59h(3] =0,
and
5Fh({4] = 1
3.4.10 Power and Ground Pins
Pin Signal Selected
Signal Name No. Type By Signal Description
GND 14,15, 37, I-G Ground Connection
38, 60,72,
96, 119,
137, 142,
164, 185,
186, 200
VCC3 10 I-P Power Connection: 3.3V power plane
VCC 26, 43,61, -P Power Connection: 5.0V power plane
97, 114,
147, 165,
180, 201
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4.0 Functional Description

4.1 Reset Logic

The PWRGD input to the 82C567 is used to generate the
CPU and the system reset (CPURST). PWRGD is a “cold
reset” which is generated when either PWRGD goes low
(from the power supply, indicating a low power condition) or
the system reset button is activated. When PWRGD goes
low, CPURST will go active and will remain active for at least
tms after PWRGD goes high.

The INIT signal is used to initialize the 3.3V CPU during warm
resets. INIT is generated for the following cases:

* When a shutdown condition is decoded from the CPU bus
definition signals, the 82C568 will assert INIT for 15 T-
states.

* Keyboard reset to I/O Port 064h.
¢ Fast reset to 1/0 Port 092h.

4.2

421 CPU and 82C567 Clocks
The 82C567 uses one high frequency clock input (CLK) and
one PCI clock input (LCLK). The clock signals that go to the

System Clocks

CPU and the CLK inputs to the 82C567 are required to be in
the same phase and have minimum skew between them. The
skew between the CLK input to the 82C567 and the CLK
input to the CPU should not exceed 2ns. The 82C567 CLK is
a single phase clock which is used to sample all host CPU
synchronous signals and for clocking the internal state
machines of the 82C567.

Table 4-1 shows the register bit that is used for setting the
synchronization between the PCl bus clock (LCLK) and the
CPU clock (CLK).

Figure 4-1 shows a typical CPU and 82C567 clock distribu-
tion circuit and the relationship between the CPUCLK and
CLK signals.

4.2.2 PCI Bus Clocks

The 82C567 and 82C568 require LCLK for the PCI interface.
The phase and frequency of the LCLK input to the 82C567
and 82C568, and the LCLK input to the PCl bus is required to
be the same and the maximum skew should not exceed 2ns.
Figure 4-2 and Figure 4-3 show possible clock generation
and distribution schemes for LCLK.

Table 4-1 Synchronization Control between LCLK and CLK
7 I 6 L 5 4 3 2 L 1 0
SYSCFG 16h Dirty/Tag RAM Control Register Default = 00h
DIRTY! pin Reserved: Tag RAM size | Single write hit Pre-snoop Synchroniza- Reserved: HDOE#
selection:\" Must be written selection:@ leadoff cycle in control: tion between | Must be written | liming controi:
0 = Input only to 0. 0 = 8-bit acombined | ¢ = pre-snoop | the PClbus to 0. 0 = Negated
1 =10 1 = 7-bit Dity/Tagimple- | for starting clock (LCLK) normaily
mentation:® | address0only | andthe CPU 1 = Negated
0=5cycles | 1=Pre-snoop | clock (CLK):¥ one clock
1=4 Cyc]es forall 0=LCLK before the
addresses async to CLK cycle finishes
except those 1 = LCLK sync
onthe line | 15 LK (skew
boundary not to exceed
-2ns to 15ns)

pin.

If using a x1 SRAM for the Dirty RAM in which there is a separate Dirtyln and a separate DirtyOut bit, then the DIRTY' pin becomes an
input only. If using a standard x8 or x3 SRAM, where there is no separate pin for input and output, then the DIRTYI pin becomes an /O

if a 7-bit Tagis being used and a combined Tag/Dirty RAM is being used, then TAGO functions as the DIRTYIO signal. In this case, the
DIRTYI pin is unused.

Ifbit4is set1, SYSCFG 22h[0] should be set to 1.
It should be noted that LCLK could be async to CLK also. This bit therefore implies that the PCI clock is either sync to the CPU clock with

a skew not o exceed -2ns to 15ns, or that the PCl clock is async to the CPU clock.
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Figure 4-1 CPU and 82C567 Clock Distribution
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4.23 ISA Bus Clock

The 82C568 generates the ISA bus clock (ATCLK) from an
internal division of LCLK. The ATCLK frequency is program-
mable (via PCIDV1 47h{5:4], see Table 4-2) and can be set

to any of four clock division options: LCLK+1, LCLK=+2,
LCLK+3, LCLK+4. This allows the system designer to tailor
the ISA bus clock frequency to support a wide range of sys-
tem designs and performance platforms.

Table 4-2 ATCLK Frequency Control
7 l 6 | 5 4 3 2 1 0
PCIDV1 47h Cycle Control Register 1 - Byte 1 Default = 00h
Write protect | Refresh select: ATCLK frequency select: CPU master to PCl master to PCI master preemption timer
ISA bus ROM 0=Nomal {00=LCLK=4 10 = LCLK=2 PCl slave write (preempt after unserviced request pending
(ROMCS# for 1 =Hidden |01=LCLK=3 11 =LCLK (tumaround for X LCLKs):
writes): between 000 = No preemption 100 = 36 LCLKs
0 = Enable address and 001 = 260 LCLKs 101 = 20 LCLKs
1 = Disable data phases): 010 = 132 LCLKs 110 = 12 LCLKs
0=1LCLK 011 =68 LCLKs 111 =5 LCLKs
1=0LCLK

U
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4.3 Cache Subsystem

The integrated cache controller, which uses a direct-mapped,
bank-interleaved scheme (for an asynchronous SRAM imple-
mentation) dramatically boosts the overall performance of the
local memory subsystem by caching writes as well as reads
(write-back mode). Cache memory can be configured as one
or two banks of asynchronous SRAMs and sizes of 256KB,
512KB, 1MB, and 2MB are supported. In addition, the cache
controller also supports 256KB, 512KB, 1MB, and 2MB of
synchronous SRAM in a single/double bank configuration.
Two programmabie non-cacheable regions are provided. The
cache controller operates in a non-pipelined or a pipelined
mode, with a fixed 32-byte line size (optimized to match a
CPU burst linefill) in order to simplify the motherboard design
without increasing cost or degrading system performance.
The secondary cache operates independently and in addition
to the CPU's internal cache.

The cache controller of the 82C567 has a buiit-in tag compar-
ator which improves system performance whiie reducing
component count on the system board. The controlier fea-
tures a 64-bit wide data bus with 32-byte CPU burst support.
The cache controller supports write-back, adaptive write-
back, and write-through schemes.

The cache controller uses a 32-byte secondary cache line
size. It supports read and write bursting in 3-2-2-2 bursts for
the asynchronous SRAM and 3-1-1-1 burst read/write for
synchronous SRAMs. 2-1-1-1 burst read/write cycles are
supported for synchronous SRAMs at 50MHz. In this case,
the ADSC# output of the processor needs to be connected to
the ADSC# input of the synchronous SRAM. The 8-bit tag
has a “dirty” bit option for the write-back cache. The cache
controller uses standard single bank SRAMs or dual bank
SRAMs with interleaving (only in the case for asynchronous
SRAM) for optimum cache performance.

4.3.1 CPU Burst Mode Control

The Viper-MAX Chipset fully supports the 84-bit wide data
path for the CPU burst read and burst write cycles. The
cache and DRAM controllers in the 82C567 ensure that data
is burst into the CPU whenever the CPU requests a burst lin-
efill or a burst write to the system memory.

The 82C567 contains separate burst counters to support
DRAM and external cache burst cycles. The DRAM controller
performs a burst for the L2 cache read miss linefill cycle

(DRAM to L2 cache and CPU) and the cache controller burst
supports the CPU burst linefill (3.3V Pentium and K5 burst
linefill and the Cyrix M1 linear burst linefill) for the L2 cache
hit cycle (L2 cache to the 3.3V Pentium CPU). Depending on
the kind of processor being used, either the 3.3V Pentium
quad word burst address sequencing or the Cyrix M1 quad
word linear burst address sequencing is used for all system
memory burst cycles.

4.3.1.1 Cyrix Linear Burst Mode Support
The Viper-MAX Chipset supports the Cyrix linear burst mode. .
SYSCFG 17h{0] in the 82C567 determines which burst mode
is to be implemented, the Intel 3.3V Pentium CPU burst mode
or the Cyrix linear burst mode. No additional hardware is
required for supporting either of these modes.

When using a synchronous SRAM solution, care must taken
that the synchronous SRAM burst protocol complements the
processor’s burst protocol.

Tabie 4-3 shows the burst mode sequence for both of these
processors and Table 4-4 highlights the register bits that
need to be programmed upon system burst mode selection.

Table 4-3 Burst Modes
1st o2nd | - 3rd 24th
Address Address Address Address
Cyrix Linear Burst Mode
0 8 10 18
8 10 18
10 18 0 8
18 0 8 10
Intel Burst Mode
0 8 10 18
8 0 18 10
10 18 0 8
18 10 8 0
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Table 4-4 Burst Mode Control Register Bit
7 ' 6 l 5 , 4 3 2 1 0
SYSCFG 17h PCI Cycie Control Register 2 Default = 00h
Reserved: Generate NA# | Sync twa bank Reserved: Reserved: Pipelining Sync SRAM Burst type:
Must be for PCl slave select: Must be Must be during byte type (if 0 = intel burst
written to 0. access in 0=Reserved | writtento 0. written to 0. merge: SYSCFG protocol
async LCLK | 1 = Set this bit 0 = Disable 1IR3 =1): | 1 = Cyrix finear
mode: to 1 when two 1 = Enable 0 = Standard | burst protocol
0=No banks of sync 1 = Pipelined
1=Yes SRAM are
This bit will be installed
overridden if bit
7 is set.
SYSCFG 0Dh Clock Control Register Default = 00h
Reserved: Enable Add one more Give the CPU clock is
Must be written to 0. A00QOh- wait state dur- | 82C567 control | slowed down to
BFFFFh ing PCl master | of the PCl bus | below 33MHz:
as system cycle with Intel- | on STOP# gen- 0=No
memory: type address eration after 1=VYes
0 = No togg”ng(‘): HITM# is active:
1 =Yes 0=No 0 =No
1=Yes 1=Yes®
(1) Htthe PCI master does its address toggling in the style of the intel 486 burst, rather than a linear burst mode style, then one wait state
needs to be added.
{2) The 82C567 has control over the PCI bus until the write-back is completed. If PC! master pre-snoop has been enabled (SYSCFG
OFh[7] = 1), ODh[1] should be set to 1. )

4.3.2 Cache Cycle Types

Some cache terminology and cycle definitions that are

chipset specific:

The cache hit/miss status is generated by comparing the
high-order address bits (for the memory cycle in progress)
with the stored tag bits from previous cache entries. When a
match is detected and the location is cacheable, a cache hit
cycle takes place. If the comparator does not detect a match
or a non-cacheable location is accessed (based on the inter-
nal non-cacheable region registers), then the current cycle is
a cache miss.

A cache hit/miss decision is always made at the end of the
first T2 for a non-pipeline cycle and at the end of the first T2P
for a pipeline cycle, so the SRAM read/write cycle will begin
after the first T2 or T2P. The cacheable decision is based on
the DRAM bank decodes and the chipset’s configuration reg-
isters for non-system memory areas and non-cacheable area
definitions. If the access falls outside the system memory
area, it is always non-cacheable.

The dirty bit is a mechanism for monitoring coherency
between the cache and system memory. Each tag entry has
a corresponding dirty bit to indicate whether the data in the
represented cache line has been modified since it was
loaded from system memory. This allows the 82C567 to
determine whether the data in the system memory is “stale”

and needs to be updated before a new memory location is
allowed to overwrite the currently indexed cache entry. The
Viper-MAX supports several Tag/Dity schemes and those
are described in Section 4.3.4.7 on page 71.

A linefill cycle occurs for a cache read miss cycle. It is a
data read of the new address location from the system mem-
ory and a corresponding write to the cache. The tag data will
also be updated with the new address.

A castout cycle occurs for a cache read miss cycle, but only
if the cache line that is being replaced is “dirty”. In this cycle,
the dirty cache line is read from the cache and written to the
system memory. The upper address bits for this cycle are
provided by the tag data bits.

A write-back cycle consists of performing a castout cycle
followed by a linefill cycle. The write-back cycle causes an
entire cache line (32 bytes) to be written back to memory fol-
lowed by a line burst from the new memory location into the
cache and to the CPU simultaneously. The advantages of
performing fast write cycles to the cache (for a write hit) typi-
cally outweigh the cycle overhead incurred by the write-back
scheme.

4.3.3 Single and Double Bank Support
The 82C567 supports one or two banks of SRAM. SYSCFG
08h[7] controls this feature (as shown in Table 4-5).
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Table 4-5 SRAM Bank Support Register Bit
7 6 5 4 3 2 1 ] 0
SYSCFG 08h CPU Cache Control Register Default = 00h
L2 cache Snoop filtering CPU HITM# Parity Tag/Dirty RAM | CPU address L1 cache BIOS area
single/double for bus pin sample checking: implementation: pipelining: write-back and | cacheability in
bank select: masters:(!) timing: 0=Disable |0=Tagand 0 = Disable write-through L1 cache:
0 = Double 0= Disable |0 =Delay1 1 = Enable Dirty are on 1 = Enable control: Determines if
bank (If async 1 = Enable CLK (HITM# separate chip 0 = Write- system BIOS
SRAM, then sampled on 3rd (i.e., a separate through only area EO00Ch-
the banks are rising edge of x1 or x8 SRAM 1 = Write-back FFFEFFh (if
interleaved. If LCLK after for the Dirty enabled SYSCFG 04h[2]
sync SRAM, EADS# asser- RAM) = 1) or FO000h-
they are not tion) 1=Tagand FFFFFh (if
interleaved.) 1 = No delay Dirty are on the SYSCFG 04h{2)
1 = Single bank (HITM# sam- same chip (i.e., =0), and video
{non-inter- pled on 2nd ris- could be either BIOS area
leaved) ing edge of ax9orx8 Tag/ C0000h-
LCLK after Dirty RAM) C7FFFhis
EADS# asser- cacheable in
tion) L1ornot.
0 = Cacheable
1 = Non-Cache-
able
{1) Fora master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycles are not done until there is a cache
line miss (i.e., line comparator not activated for accesses within the same cache line). . S

4.3.4° Cache Operation

The following discussion pertains to asynchronous SRAMs,
but is valid for the synchronous SRAM as well, except that
the synchronous SRAM supports 3-1-1-1 cycles and 2-1-1-1
cycles at 50MHz instead of 3-2-2-2 cycles.

4.3.4.1 L2 Cache Read Hit

On an L1 read miss and an L2 read hit, the secondary cache
provides data to the CPU. The 82C567 follows either the
3.3V Pentium CPU's burst protocol or the M1’s linear burst
mode protocol to fill the processor's internal cache line.

The cache controiler will sample CACHE# from the CPU at
the end of T1 and perform a burst read if CACHE# is sampled
active. The first cache read hit for a cycle is always one wait
state. If a read cycle can be converted to a burst, the read
cycie is extended for the additional three words continuing at
one wait state per cycle. To achieve the burst at this rate, the
hit or miss decision must be made before BRDY# is returned
to the CPU at the end of the second T2. The cache hit com-
parator in the 82C567 compares the data from the tag RAM
with the higher address bits from the CPU bus. The output of

this comparator generates the BRDY# signal to the 3.3V
Pentium CPU. The tag comparator's output is sampled at the
end of the first T2, and BRDY# is generated one clock later
for cache hits, resulting in a leadoft of three cycles. BRDY# -
will go inactive to add wait states depending on the wait
states programmed. Refer to Table 4-7 for the tag compare
table.

If two SRAM banks are used, address bit A4 from the CPU
will be the least significant address bit that goes to the data
SRAMSs. The data output for each SRAM bank is controlled
by a separate output enable for each SRAM bank (OCDOE#
and ECDOE#). The OCDOE#/ECDOE# generation for the
leadoff cycle is based on address bit A3 from the CPU. The
two signals OCDOE# and ECDOE# will interleave the data
read from the two cache banks in a burst cycle. If one SRAM
bank is used, address bit A3 from the CPU will be the least
significant address bit that goes to the SRAMs and the output
enable ECDOE# wili be active for the complete cycle.

Figures 4-4 through 4-6 show various L2 cache read hit
cycles.

912-2000-014
Revision: 3.0

B 5004196 0002kL55 829 W

Page 57



82C566/82C567/82C568
“

Figure 4-4 L2 Cache Read Hit Cycle - Async SRAMs (Double Bank)
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Figure 4-5 L2 Cache Read Hit Cycle - Sync SRAMs
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Figure 4-6 L2 Cache Read Hit Cycle Async SRAMs (Single Bank)
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4.3.4.2 L2 Cache Write Hit Cycle

Write-through Mode: In this mode, data is always written to
the L2 cache and to the system memory. The dirty bit is not
used. When the write to the system memory is completed,
BRDY# is returned to the CPU.

Write-back Mode: For a write hit case, the data is written
only o the L2 cache (the system memory is not updated) and
the dirty bit is always made dirty. The cache controller will
sample CACHE# from the CPU at the end of T1 and execute
a burst write if CACHE# is sampled active, otherwise the
cycle will end in a single write. In this mode, the write cycle is
completed in a 3-2-2-2 burst. For synchronous SRAMs, the

cycle can be completed in a 2-1-1-1 burst if operating at
50MHMz. The write enable signals OCAWE# and ECAWE# to
the SRAM odd and even banks respectively, are based on
address bit A3 from the CPU and will interleave writes to the
two banks.

For writes, only the byte requested by the CPU can be written
to the cache. This is done by using the BEx# from the CPU to
control the SRAM chip selects.

Refer to Figures 4-7 through 4-9 show various write hit burst
cycles.

Figure 4-7
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Figure 4-8  Write Hit Burst Cycle for Write-Back Mode (Single Bank) - Async SRAM
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Figure 4-9  Write Hit Burst Cycle for Write-Back Mode - Sync SRAM
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4.3.4.3 L2 Cache Read Miss
Write-back Mode: There are two cache read miss cases
depending on the status of the dirty bit.

CASE 1: Read miss of a “clean” cache line.

In this case, only a linefiil cycle is executed. The L2 cache
line that is to be replaced with a new line from the DRAM will
just be overwritten. The linefill cycle is done by reading the
new data from the system memory first and then the data is
simultaneously written to both the CPU and the secondary
cache.

The sequence for CASE 1 linefill is: System memory read
= write to the L2 cache + CPU read.

The cache controlier will update the tag data bits and the dirty
bit in the background during the linefill cycle. At the end of T1,
if the CACHE# signal from the CPU is negated, a linefill cycle
will not be executed. Instead, only the eight bytes requested
by the CPU will be read from the system memory. The tag
and the dirty bit will not be updated.

CASE 2: Read miss with cache line dirty.

The cache line for this case has been modified and only the
L1 and L2 cache have the updated copy of the data. Before
this line is overwritten in the cache, the modified line must
first be written to the system memory by performing a castout
cycle. After the completion of the castout cycle, a linefill cycle
is executed. The linefili cycle is performed by reading the new
data from the system memory and then simultaneously writ-
ing this data to the CPU and the secondary cache.

The sequence for CASE 2 is: Read the dirty line from L2
cache = write to the system memory = new line read from
system memory = write to the L2 cache + CPU read.

The cache controller will update the tag data bits and the dirty
bit in the background during the castout cycle. If the CACHE#
signal from the CPU is inactive, then the eight bytes
requested by the CPU will be read from the system memory.
The tag and the dirty bit are not updated.

Figures 4-10 through 4-12 show various L2 ¢ache read miss
cycles.
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Figure 4-10 L2 Cache Read Miss Clean Burst of 8-3-3-3 (Linefill Cycle) - Async SRAMs
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Figure 4-11 L2 Cache Read Miss Clean Burst of 8-3-3-3 (Linefill Cycle) - Sync SRAMs
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Figure 4-12 L2 Cache Read Miss Dirty Cycle - Async SRAMs
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4.34.4 L2 Cache Write Miss If the write buffer and DRAM posted write is enabled then is
Write-back or Write-through Cases: The data is not written available, it is stored there and the cycles are posted writes to
to the SRAM and the tag data remains unchanged. The data the DRAM. If the target is on the PCl or ISA bus, the cache
is written only to the system memory. controller will not be active.

Figures 4-13 and 4-14 show L2 cache write miss cycles.

Figure 4-13 L2 Cache Write Miss Burst Cycle (4-3-3-3) - Async SRAMs
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Figure 4-14 L2 Cache Write Miss Burst Cycle - Sync SRAMs
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4.3.4.5 Write Policies

Any of the following three write policies supported by the
Viper-MAX Chipset can be chosen: write-back, write-through,
and adaptive write-back, by programming SYSCFG 02h([5:4]
and SYSCFG 08h{1] (as shown in Table 4-6).

Depending on the state of these bits and the type of DRAM
cycle that would be required to complete the write hit cycle,
the cache controller decides whether to update the DRAM
memory, however, the cache is always updated. The adap-
tive write-back policy tries to reduce the disadvantages of
both the write-through and the write-back schemes to a mini-
mum. The best case cache write burst timing (for an asycn-
hronous cache) is 3-2-2-2, and the best case DRAM page hit
write burst timing is 4-3-3-3. The adaptive write-back scheme
converts a write hit cycle to a write through cycle oniy if the

e ]

address location being written to corresponds to a page hit. In
this manner, this scheme incurs a four CLK penalty for a
burst write cycle but it saves a 13 CLK penalty (for a castout
cycle) that would have occurred later due to a read miss
access. There are two adaptive write-back modes.

Write-Through on Page Hit and RAS# Active

(AWB Mode 1)

In this mode, the data is written through to the DRAM on a
write hit if the address being written to causes a page hit and
the corresponding RAS# signal is active. The data will not be
written through if, either the RAS# is inactive or if it is a page
miss. In this case, the write hit cycle completes in the same
manner as in a write-back scheme.

Table 4-6 Register Bits Associated with Write Policies
7 6 5 4 3 { 2 1 0
SYSCFG 02h Cache Control Register 1 Default = 00h
L2 cache size selection: L2 cache write policy: - | L2 cache operating mode select: DRAM CAS
if SYSCFG If SYSCFG 00 = L2 cache write-through’ ~ "'| 00 = Disable posted write: | precharge time:
0Fh{0] =0 OFh{0} =1 01 = Adaptive Write-back Mode 1 |01 = Test Mode 1; Extemal Tag 0 = Disabie 0=2ClKs
00 =Reserved 00=1MB 10 = Adaptive Write-back Mode 2 -Write (Tag data write- 1 = Enable 1=1CLK
01 =Reserved 01=2MB 11 = L2 cache write-back - - - through SYSCFG 07h)
10 = 256K 10 = Reserved 10 = Test Mode 2; Extemal Tag
11 = 512K 11 = Reserved B ‘Read (Tag data read from
. SYSCFG 07h)
- 11 = Enable L2 cache
SYSCFG 08h CPU Cache Control Register Defauit = 00h
L2 cache Snoop filtering | CPU HITM# Parity Tag/Dity RAM | CPU address L1 cache BIOS area
single/double for bus pin sample checking: implementation: pipelining: write-back and | cacheability in
bank select: masters:(" timing: 0=Disable |0=Tagand 0 = Disable write-through L1 cache:
0 = Double 0 = Disable |0 = Delay 1 1 = Enable Dirty are on 1 = Enable control: Determines if
bank (If async 1 = Enable CLK (HITM# separate chip 0 = Write- system BICS
SRAM, then sampled on 3rd (i.e., a separate through only area E000Oh-
the banks are rising edge of x1 or x8 SRAM 1 = Write-back FFEFFh (if
interleaved. If LCLK after for the Dirty enabled SYSCFG 04h{2]
sync SRAM, EADS# asser- RAM) =1} or FOOQ0h-
they are not tion) 1 = Tagand FFFFFA (if
inteﬂeaved.) 1 =No de|ay Dlrty are on the SYSCFG 04h[2]
1 = Single bank (HITM# sam- same chip (ie., = 0), and video
(non-inter- pled on 2nd ris- could be either BIOS area
leaved) ing edge of ax9orx8 Tag/ €0000h-
LCLK after Dirty RAM) C7FFFhis
EADS# asser- cacheable in
tion) L1 ornot.
0 = Cacheable
1 = Non-Cache-
able
(1) Fora master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycles are not done until there is a cache
line miss (i.e., line comparator not activated for accesses within the same cache line).
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Write-Through on Page Hit (AWB Mode 2)

In this mode, data is written through to the DRAM on a write
hit if the address being written to causes a page hit. RAS#
being activefinactive does not come into consideration when
making this decision.

434.6 Tag Compare Table

The upper address bits used to compare for a L2 cache hit
status will depend on the total L2 cache size. Table 4-7
shows the address bits from the CPU bus and the tag data bit
used in the tag comparator of the 82C567. Figure 4-15 shows
the block diagram of the L2 cache tag structure.

4.3.4.7 Tag and Dirty RAM implementations
There are various tag/dirty RAM implementations supported

by the Viper-MAX Chipset.

Separate Tag/Dirty RAM Implementation
If a 32Kx1 part is used for the dirty RAM, there has to be a
separate dirty input bit and a separate dirty output bit. In this

implementation, the TAGWE# signal from the 82C567 is
used to update the tag RAM and the DIRYTWE# signal from
the 82C567 is used to update the dirty RAM. Only this imple-
mentation can provide a 3-2-2-2 write burst cycle at 66MHz.
This scheme is shown in Figure 4-16.

Combined Tag/Dirty RAM Implementation

There are various ways of achieving a combined tag/dirty
RAM implementation. In all these impiementations, the best
write burst performance obtainable is a 4-2-2-2 cycle.

A 32Kx9 SRAM can be used to implement eight tag bits and
one dirty bit. In this case, the TAGWE# signal from the
82C567 is used to update both the tag and dirty information.
The OE# signal of the 32Kx9 SRAM can be connected to the
DIRYTWE# signai from the 82C567 or it can be fied to GND.
The DIRTYI signal of the 82C567 becomes a bidirectional
signal and it now serves as the dirty /O bit. This scheme is
shown in Figure 4-17.

Table 4-7 Tag Compare Table
L2 Cache Size
Tag Data 256KB 512KB 1MB oM
TAGO A24 A24 A24 e A24
TAGT A25 A25 A25 e A25
TAG2 A18 A26 A26 - A26
TAG3 A19 A19 A27 A27
TAG4 A20 A20 A20 A28
TAGS A21 A21 A21 A21
TAG6 A22 A22 A22 A22
TAG7 A23 A23 A23 A23
Dirty Bit Dirty Dirty Dirty Dirty

Figure 4-15 82C567 Internal Tag Comparator Block Diagram

Tag Comparator
- Tag TAG[7:
A[20:5] | SPAM g G[7:0] >
HIT Status (Internati)
A[28:16
[28:16] >
82C567
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A 32Kx8 SRAM can be used, wherein seven bits are used for
the tag RAM and one bit is used for the dirty RAM. In this
case, the TAGWE# signal from the 82C567 is used to update
both the tag and dirty information. The OE# of the 32Kx8
SRAM can be connected to the DIRYTWE# signal from the
82C567 or it can be tied to GND. TAG(7:1] convey the tag
information and TAGO becomes the dirty /O bit. In this
scheme, the amount of main memory that can be cached

R

reduces by half as compared to an 8-bit tag implementation.
This scheme is shown in Figure 4-18.

A 32Kx8 SRAM can be used to implement the eight tag bits
and another 32Kx8 SRAM used to implement the single dirty
I/O bit. This scheme is identical to the 32Kx9 implementation

and is shown in Figure 4-19.

Table 4-8 Tag/Dirty RAM Control Register Bits
7 | s 5 2 3 2 1 0
SYSCFG 16h Dirty/Tag RAM Control Register Default = 00h
DIRTY! pin Reserved: Tag RAM size | Single write hit Pre-snoop Synchroniza- Reserved: HDOE#
selection:™ | Must be written selection:@ leadoff cycle in control: tion between | npust be written | timing control:
0 = Inputonly 1 0. 0 = 8-bit acombined | o =Pre-snoop | the PClbus to 0. 0 = Negated
1=1/0 1 = 7-bit Dlrty/Tag vmple- for Starﬁng clock (LCLK) nom»‘a"y
mentation:® | address 0 oniy | and the CPU 1 = Negated
0=5cycles | 1=Pre-snoop | clock (CLK):® one clock
1 = 4 cycles for dll 0=LCLK before the
addresses async to CLK cycle finishes
exceptthose 1 _ | oLk syne
onthe line” 45 CLK (skew
boundary not to exceed

-2ns to 15ns)

input only. Ifu
pin.

)
‘DIRTYI pin is

unused.

If bit 4 is set 1, SYSCFG 22h[0] should be setto 1. .
It should be noted that LCLK could be async to CLK also. This bit therefore implies that the PCl clock is either sync to the CPU clock with

(1) fusing a x1 SRAM for the Dirty RAM in which there is a separate Dirtyin and a separ

ate DirtyOut bit, then the DIRTY! pin becomes an
sing a standard x8 or x9 SRAM, where there is no separate pin for input and output, then the DIRTY! pin becomes an /O

if a 7-bit Tag is being used and a combined Tag/Dirty RAM is'being used, then TAGO functions as the DIRTY!O signal. In this case, the

a skew not to exceed -2ns to 15ns, or that the PCI clock is async to the CPU clock.

A S e AR

SYSCFG 08h

Default = 00h

CPU Cache Control Register
L2 cache Snoop filtering CPU HiTM# Parity Tag/Dirty RAM | CPU address L1 cache BIOS area
single/double for bus pin sampie checking: impilementation: pipelining: write-back and | cacheability in
bank select: masters:(! timing: 0=Disable |0=Tagand 0 = Disable write-through L1 cache:
0 = Double 0 = Disable |0 = Delay1 1 = Enable Dirty are on 1 = Enable control: Determines it
bank (If async 1=Enable |CLK(HITM# separate chip 0 = Write- system BIOS
SRAM, then sampled on 3rd (i.e., a separate through only area EQ0QOO-
the banks are rising edge of x1 or x8 SRAM 1 = Write-back FFFFFh (if
interleaved. If LCLK after for the Dirty enabled SYSCFG 04h[2]
sync SRAM, EADS# asser- RAM) = 1) or FOOQO0h-
they are not tion) 1 = Tagand FFFFFh (if
inte”eaved.) 1 =No de‘ay D|rty areon the SYSCFG 04h[2]
1 = Single bank (HITM# sam- same chip (i.e., = 0), and video
{non-inter- pled on 2nd ris- could be either BIOS area
leaved) ing edge of ax9orx8 Tag/ C0000h-
LCLK after Dirty RAM) C7FFFhis
EADS# asser- cacheable in
tion) L1 or not.
0 = Cacheable
1 = Non-Cache-
able

M

For a master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycles are not done until there is a cache
line miss (i.e., line comparator not activated for accesses within the same cache ling).
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Figure 4-16 Separate 32Kx8 and 32Kx1 Split Tag/Dirty RAM Implementation

TAGWE#
WE# o
D(7:0] _ vec TAG[7:0]
Dirty
32kx1 | |
Tag = 82C567
32Kx8 s
>0 Do f+——m]oiATYI
WE#
o ? WiRY
~ DIRTYWE# T
-
o
[m]
WiR#

Figure 4-17 32Kx9 Combined Tag/Dirty RAM Implementation

vCC

!

J_

D8 j-—e DIRTYI
D{7:0] - TAG[7:0]
Tag 82C567

32Kx9
WE# g ACWER TAGWE#

——————

-——— DIRTYWE#/NC/OE#
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Figure 4-18 32Kx8 Combined Tag/Dirty RAM Implementation
VCC

“|  DIRTY-TAGO

DO | TAGO
D[7:1] | | TAG(7:1]
339, 82C567
WE# | g TAGWE# TAGWE#

Figure 4-19 32Kx8 and 32Kx8 Combined Tag/Dirty RAM Implementation (Separate Devices)

D[7:0] |- o TAG[7:0]
WE# p-tt TAGWE#
Ta
32K?(8
VCC
3T': 82C567
DO |at—s <+—] DIRTY!
D[7:1] - NC
Dirty
32Kx8
WE# Dt
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43.4.8 Cache Initialization

On power-up, the tag RAM wiil contain random data and the
L2 cache will contain no valid data. Therefore, the cache
must be initialized before it is enabled.

Initializing Procedure 1: The cache is initialized by configur-
ing the cache controller to the write-through mode. This will
cause all the cache read miss cycles to fill the cache with
valid data. This can be done by reading a block of system
memory that is greater than or equal to the size of the cache.
Once the cache is initialized, it is always valid. After this is
done, the L2 cache can be set up for write-back operation by
initializing the dirty bits. This is done by first enabling the
cache controller to the write-back mode. Then, by reading a
block of system memory that is greater than or equal to twice
the size of the cache, the dirty bits will be cleared and the L2
cache will be valid.

Initializing Procedure 2: This procedure uses the cache
controller in Test Mode 1 and Test Mode 2 as defined in
SYSCFG 02h([3:2] and 07h{7.0]. (Refer to Table 4-4.)

The upper bits of an address is written to SYSCFG 07h. The
cache controller is now set to Test Mode 2. Writing a block
equal to the size of the cache to the system memory will write
the contents of SYSCFG 07h to the tag. The cache controller
is now configured in the write-through mode and reading a
block of system memory equal to the size of the cache will
make the data in the cache valid. Next, by reading a block of
system memory which is greater than or equal to twice the
size of the cache, the dirty bits will be cleared and the L2
cache will be valid.

Disabling the Cache: Disabling of a write-back cache can-
not be done by just turning off the cache enable register bit in
the 82C567. There may still be valid data in the cache that
has not been written to the system memory. Disabling write-
back cache without flushing this valid data usually causes a
system crash.

This situation can be avoided by first reading a cacheable
memory block twice the size of the cache. “Twice the size” of
the cache is required to make sure every location gets a read
miss, which will cause a castout cycle if the cache line is dirty.
The cache can then be disabled. Note: No writes should
occur during this process.

4.3.4.9 Write Back Cache with DMA/ISA Master/PCI
Master Operation

The L1 and the L2 cache contain the only valid copy (modi-
fied) of the data. The 82C567 will execute an inquire cycle to
the L1 cache for all master accesses to the system memory
area. This will increase the bus master cycle time for every
access to the system memory which will also decrease the
bus master performance. The Viper-MAX Chipset provides
the option of a snoop-line comparator (snoop filtering) to
increase the performance of a bus master with the L1 cache.

L1 Cache Inquire Cycle: This cycle begins with the CPU
relinquishing the bus with the assertion of HLDA. On sam--
pling HLDA active, the 82C567 will assert AHCLD. The
address will flow from the master to the CPU bus and the
82C567 will assert EADS# for one CPU clock. If the CPU
does not respond with the assertion of HITM#, the 82C567
will complete the cycle from the L2 cache or the system mem-
ory. It HITM# was asserted, the 82C567 will expect a castout
cycle from the L1 cache.

Table 4-9 Test Mode Selection/Control Bits
7 6 5 4 3 2 1 0
SYSCFG 02h Cache Control Register 1 Default = 00h
L2 cache size selection: L2 cache write policy: L2 cache operating mode select: DRAM CAS
If SYSCFG If SYSCFG 00 = L2 cache write-through 00 = Disable posted write: | precharge time:
OFh[0]=0 OFh[0] =1 01 = Adaptive Write-back Mode 1 |01 = Test Mode 1; Extemnal Tag 0 = Disable 0=2CLKs
00 = Reserved 00=1MB 10 = Adaptive Write-back Mode 2 Write (Tag data write- 1 = Enable 1=1CLK
01=Reserved 01=2MB 11 = L2 cache write-back through SYSCFG 07h)
10 = 256K 10 = Reserved 10 = Test Mode 2; Extermnal Tag
11=512K 11 = Reserved Read (Tag data read from
SYSCFG 07h)
11 = Enable L2 cache
SYSCFG 07h Tag Test Register Defauit = 00h
Data from this register is written to the tag, if in Test Mode 1 (refer to SYSCFG 02h).
Data from the tag is read into this register, if in Test Mode 2 (refer to SYSCFG 02h).
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DMA/Master Read Cycle: Table 4-10 shows the action
taken by the 82C567 based on the L1 and L2 cache status for
bus master reads from the system memory area. The L1
cache castout cycle will be completed in the burst order pro-
vided by the CPU and will be written to the L2 cache or the
system memory based on the L2 cache status. The required
bytes are then read back for the completion of the master
read cycle. A read hit in the L1 cache will always invalidate
the L1 cache line. Refer to Figures 4-20 and 4-21.

DMA/Master Write Cycle: Table 4-11 shows the action
taken by the 82C567 based on the L1 and L2 cache status for
bus master writes to the system memory area. A master write
to the L2 cache will always be in the write-through mode. The
L1 cache castout cycle will be compieted in the CPU burst
sequence and the data will be written to the L2 cache or to
the system memory based on the L2 cache status. Data from
the master is always written to the system DRAM memory
and is written to the L2 cache only if it is a L2 cache hit. Refer

to Figure 4-22.

Table 4-10 DMA/Master Read Cycle Summary
DMA/Master Read
Cycle
L1 L2 Type of Cycle Type of Cycle for L2
Cache Cache Data Source for L1 Cache Cache Type of Cycle for DRAM
Hit Hit L2 Cache Invalidate Read the Bytes Requested No Change
hitM Hit L1 Cache Castout, invalidate | Write CPU Data, Read No Change
Back the Bytes Requested
Hit | = Miss DRAM Invalidate No Change -Read the Bytes Requested
hitM Miss L1 Cache Castout, invalidate | No Change Write CPU Data, Read
Back the Bytes Requested
Miss Hit L2 Cache No Change Read the Bytes Requested No Change
Miss Miss DRAM No Change No Change Read

Note; _ hitM - L1 c_ache modified

Table 4-11 DMA/Master Write Cycle Summary
DMA/Master Write
Cycle
L1 L2 Data Type of Cycle Type of Cycle for L2
Cache Cache Destination tor L1 Cache Cache Type of Cycle for DRAM
Hit Hit DRAM, sec Invalidate Write Master Data Write Master Data
hitM Hit DRAM, sec Castout, Invalidate | Write CPU Data, Write Mas- | Write Master Data
ter Data
Hit Miss DRAM Invalidate No Change Write Master Data
hitM Miss DRAM Castout, Invalidate | No Change Write CPU Data, Write Mas-
ter Data
Miss Hit DRAM, sec No Change Write Master Data Write Master Data
Miss Miss DRAM No Change No Change Write Master Data
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Figure 4-20 ISA DMA/Master Read (L1 cache with non-modified line)
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Figure 4-21 ISA DMA/Master Read (L1 cache with modified line)
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Figure 4-22 ISA DMA/Master Write (L1 cache with modified line)
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Enable ROM contents to be copied into DRAM. To do
this, the appropriate bits in SYSCFG 04h, 05h, and 06h
should be set. These bits must be set so that reads from
these segments will be executed out of ROM but will be
written to DRAM.

4.3.5 Shadow ROM and BIOS Cacheability 2.
When using the Viper-MAX Chipset, the procedures listed
below should be followed for proper setup and configuration

of shadow RAM utilities.

1. Enable ROMCS# generation for the segment to be shad-

owed. Although the FOO00h-FFFFFh segment defaults to
ROMCS# generation, the C, D, and E0000h ROM seg-
ments must have ROMCS# generation enabled by set-
ting the appropriate bits in PCIDV1 4Ah and 4Bh.

Enable shadow RAM areas to permit DRAM read/write
accesses. At this point, the ROMCS# generation bits that
were previously necessary to access the original ROM
code, must be disabled.
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4. Write protect shadow RAM areas. To do this, the appro-
priate bits in SYSCFG 04h, 05h, and 06h should be set.
These bits must be set so that reads from these seg-
ments will be executed out of DRAM, but writes will be
directed to the ROM.

5. Cache shadow RAM areas in L2/L1 caches (optional).
Caching of the individual code segments can be accom-
plished by setting the appropriate bits in SYSCFG 06h.
Although write protection control for the L2 cache is pro-
vided, the L1 cache does not have a write protection
mechanism and the ROM code may be overwritten or
modified if stored in the L1 cache.

4.3.5.1 Cacheability and Write Protection
The Viper-MAX Chipset allows certain ROM areas to be
cacheable. CO000h-C7FFFh, ECO0Oh-EFFFFh, and FO000h-

e

R

FFFFFh have separate cache-related controls. See Table 4-
12.

Both system DRAM and shadow RAM are cacheable in both
the primary (L1) and/or secondary (L2) cache. Of these two
areas, only the shadow RAM areas (system BIOS, video
BIOS and DRAM) have the capability of being write-protected
(Non-shadowed BIOS ROM areas are implicitly write-pro-
tected). Since the possibility exists that write-protected
shadow RAM can be cached, there also exists the possibility
that this data might be modified inside the cache and subse-
quently executed. To prevent this from occurring, an expiicit
control mechanism must be used that prevents the unex-
pected from happening. There are three methods for control-
ling write protection in the Viper-MAX Chipset. (See Table 4-
15 for a summary of these methods.)

Table 4-12  Cacheability Area Control Bits
7 6 . 5 : 4 3 : 2 1 0
SYSCFG 04h Shadow RAM Control Register 1 Default = 00h
CCO00R-CFFFFNh C8000h-CBFFFh Sync SRAM EQ000h- C0000h-C7FFFh
read/write control: readiwrite-control: pipelined read. | EFFFFh range readiwrite control:
00 = Read/write PC| bus » 100 = Read/write PCl bus cycle 1-1-1-1. selection: 00 = Read/write PCI bus
01 =Read from DRAM / write to |01 = Read from DRAM / write to enable:(V Determines |01 = Read from DRAM / write to
PC! - ) . pPC! ' 0 = Implies whether this PCI .
10 = Read from PCl / write to . 10 = Read from PCI / write to leadoff T-state region will be |10 = Read from PC) / write to
DRAM . ~ DRAM for read pipe- . | treated like the DRAM ,
11 = Read/write DRAM 11 = Read/write DRAM lined cycle = 27| F0000 BIOS |11 = Read/write DRAM
1 = Enables area f” .
leadof T-state whether it will
for read pipe- atways be non-
. cacheable.
lined cycte = 113
0 = EO0QOh-
EFFFFh area

will always be
non-cacheabie
1 = E000Oh-
EFFFFh area
will be treated
like the FOOO0h
BIOS area.

if this bit is set,
then SYSCFG
06h{3:2] and
[1:0] Should be
set identicalily.

(1) IfSYSCFG 11h(3]= 1 (i.e., sync SRAM chosen) and it SYSCFG 03h[3:2] = 11, then this register setting comes into play.
(2) ttwillbea 3-1-1-1 cycle followed by a 2-1-1-1 cycle, ora 3-1-1-1 cycle for successive piped cycles.

{3) Ntwillbea 3-1-1-1 cycle followed by a 1-1-1-1 cycle for successive piped cycles. This is valid only for a single bank case.
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Table 4-12 Cacheability Area Control Bits (cont.)

7 6 ] 5 | 4 [ 3 l 2 ‘ 1 | 0
SYSCFG 05h Shadow RAM Control Register 2 Default = 00h
DCOOCh-DFFFFh D8000h-DBFFFh D4000h-D7FFFh DO000Oh-D3FFFh
readAwrite control: readiwrite control: read/write control: readAwrite control:

00 = Read/write PCl bus

01 = Read from DRAM / write to
PCi

10 = Read from PC I/ write to
DRAM

1M1=

00 = Read/write

PCl bus

01 = Read from DRAM / write to

PCl

10 = Read from PCi/ write to

DRAM
11 = Read/write

DRAM

00 = Read/write PCi bus
01 = Read from DRAM / write to

PCi

10 = Read from PC! / write to

DRAM

11 = Read/write DRAM

00 = Read/write PCl bus
01 = Read from DRAM / write to

PCli

10 = Read from PCl / write to

DRAM

11 = Read/write DRAM

Read/write DRAM

£

Shadow RAM Control Regis:

3 e
Defauit = 00h

e

SYSCFG 06h ter 3
DRAM hole Wait state addi- C00Q0h- FO000h- FO000h-FFFFFh E0000h-EFFFFh
in system tion for PCI C7FFFh FFFFFh readAwrite control: read/write controi:
memory from master cacheability: cacheability: | oo = Read/write PC! bus 00 = Read/write PCI bus
80000h- snooping: |10 = Not 0 = Not 01 = Read from DRAM / write to |01 = Read from DRAM / write to
9FFFFh:®™ 0= Do notadd |Cacheable Cacheable PCI PCI
0=No holein |awaitstatefor |q = Cacheable |1 =Cacheable |10 =Read from PCl/write to 10 = Read from PCI / write 1o
memory the cycle inL1andl2  |inL1and L2 DRAM DRAM
1 = Enable hole | access finish to | (L1 disabled by | (L1 disabled by 11 = Readiwrite DRAM 11 = ReadMwrite DRAM
in memory do the snooping | SYSCFG SYSCFG It SYSCFG 04h[2] = 1, then the o
1 = Add a wait { 08h{0]) 08h[0]} EQ00Ch-EFFFFh read/write con-
state for the trol should have the same sefting :
cycle access to as this. *
finish and then
do the snooping 7

(1M

This setting gives the user the option to have some other device in the address range 80000h-9FFFFh instead of system memory. When
bit 7 is set, the 82C567 will not start the system DRAM controller for accesses fo this particular address range.. :

PCIDV1 4Ah ROMCS# Range Control Register - Low Byte Default =:00h
ROMCS# for ROMCSH# for ROMCS# for ROMCSH# for ROMCS# for ROMCS# for ROMCSH# for ROMCS# for
F8000h- Fo00Ch- E8000h- E0000h- D800sh- D0000h- C8000h- C0000h-
FFFFFh: F7FFFh: EFFFFh: E7FFFh: DFFFFh: D7FFFh: CFFFFh: C7FFFh:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1 = Disable 1 = Disable 1 =Enable 1 = Enable 1 =Enable 1 = Enable 1 =Enable 1 = Enable
PCIDV1 4Bh ROMCS# Range Control Register - High Byte Defauit = 00h
ROMCS# for ROMCS# for ROMCS# for ROMCSH# for ROMCSH# for ROMCS# for ROMCS# for ROMCSH# for
FFFF8000h- FFFFOO00h- FFFE8000h- FFFEOQOOh- FFFD8000h- FFFDO0O0OCh- FFFC8000h- FFFCOO000h-
FFFFFFFFh FFFF7FFFh FFFEFFFFh FFFE7FFFh FFFDFFFFh FFFD7FFFh FFFCFFFFh FFFC7FFFh
sagment: segment: segment: segment: segment: segment: segment: segment:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1 = Disable 1 = Disable 1 =Enable 1 = Enable 1 = Enable 1 = Enable 1 =Enable 1 = Enabie
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METHOD 1: In this method, the write protected areas are not
cached in the L1 or the L2 cache. This is implemented by
driving KEN# high for the first word with BRDY# which will
cause the CPU to not cache the data in its L1 cache and not
do burst cycles. Data in the L2 cache is also not updated, so

all reads and writes to this area will go directly to or from the
system memory or to/from system BlIOS/video BIOS (if they
are not shadowed). Table 4-13 shows the associated shadow
control register bits.

Table 4-13  Shadow Control Register Bits
7 6 5 4 3 2 1 0
SYSCFG 04h Shadow RAM Control Register 1 Default = 00h
CCO0Oh-CFFFFh C8000h-CBFFFh Sync SRAM E0000h- CO0000h-C7FFFh
read/write control: readfwrite control: pipelined read | EFFFFh range readMwrite control:
00 = Readwrite PCl bus 00 = Readwrite PC! bus cycle 1-1-1-1 selection: 00 = Read/write PCI bus
01 = Read from DRAM / write to |01 = Read from DRAM / write to enable:(") Determines |01 = Read from DRAM / write to
PCI PCI 0 = Implies whether this PCI
10 = Read from PCl / write to 10 = Read from PCI / write to leadoff T-state region will be | 10 = Read from PCl / write to
DRAM DRAM for read pipe- treated like the DRAM
11 = Read/write DRAM 11 = Read/write DRAM lined cycle = 21| FO000 BIOS |11 = Read/write DRAM
1 = Enables area gr .
leadoff T-state whether it will
) aiways be non-
for read pipe-
. e cacheable.
lined cycle = 1
el 10 = EOOOOh-

EFFFFh area
will always be
non-cacheabie

1 = EOQQON-
EFFFFh area
will be treated
like the FOO00h
BIOS area.

i this bit is set,
then SYSCFG
06h[3:2} and
{1:0] Should be
setidentically.

(1) 1 SYSCFG 11h([3] = 1 (i.e., sync SRAM chosen) and if SYSCFG 03h[3:2] = 11, then this register setting comes into piay.
(2) Itwillbe a 3-1-1-1 cycle followed by a 2-1-1-1 cycle, or a 3-1-1-1 cycle for successive piped cycles.
(3) Itwilbea 3-1-1-1 cycle followed by a 1-1-1-1 cycle for successive piped cycles. This is valid only for a singie bank case.

T

SYSCFG 05h Shadow RAM Control Register 2 Default = 00h

00 = Read/write PCl bus

01 = Read from DRAM / write to
PCi

10 = Read from PC I/ write to
DRAM

00 = Read/write PCl bus

01 = Read from DRAM / write to
PCl

10 = Read from PC! / write to
DRAM

00 = Read/write PCI bus

01 = Read from DRAM / write to
PCi

10 = Read from PCI / write to
DRAM

DCO00Oh-DFFFFh D8000h-DBFFFh D4000h-D7FFFh DOOOCh-D3FFFh
read/write control: read/write control: read/write control: read/write control:

00 = Read/write PCl bus

01 = Read from DRAM / write to
PCl

10 = Read from PCl / write to

DRAM

11 = Read/write DRAM

11 = Read/write DRAM

11 = Read/write DRAM

11 = Read/write DRAM
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Table 4-13 Shadow Control Register Bits (cont.)
7 6 5 | 4 [ 3 | 2 1 [ 0
SYSCFG 06h Shadow RAM Control Register 3 Default = 00h
DRAM hole | Wait state addi- C0000h- FOO00h- FO00Ch-FFFFFh E000Ch-EFFFFh
in system tion for PCI C7FFFh FFFFFh read/write control: read/write control:
memory from master cacheability: cacheability: |00 = Read/write PCl bus 00 = Read/write PCI bus
80000h- snooping: 0 = Not 0 = Not 01 =Read from DRAM /write to |01 = Read from DRAM / write o
9FFFFh:)  10=Do notadd |Cacheable Cacheable PCl PCI
O0=Noholein |awaitstatefor |1 = Cacheable |1 = Cacheable |10 =Read from PCl/write to 10 = Read from PCl / write to
memory the cycle inLtandl2 linLtandL2 DRAM DRAM
1 = Enable hole | ccess finishto | (L1 disabled by | (L1 disabled by 11 = Read/write DRAM 11 = Read/write DRAM
in memary do the snooping | SYSCFG SYSCFG if SYSCFG 04h[2] = 1, then the
1 = Add a wait {08h[0]) 08h[0]) EQ000h-EFFFFh read/write con-
state for the tral should have the same setting
cycle access to as this.
finish and then
do the snooping

cu

iar address range.

{1) This setting gives the user the option to have some other device in the address range 80000h-9FFFFh instead of system memory. When

bit 7 is set, the 82C567 will not start the system DRAM controller for accesses to this parti

dhger,

i,

ey

SYSCFG OEh

PCI1 Master Burst Control Register 1

Default = 0Ch

Reserved: Pin 55 and 57 Reserved: Reserved: Parity check Fast NA# Write PClline
Must be functionality: Must be Must be during master generation: protection for comparator (if
writtento 0. (0= Pin55is written to 0. written to 0. cycles (if 0 = Disable L1 BIOS: SYSCFG .
OCDOE# SYSCFG 1 = Enable for 0=No 08h(s] =1):
orHLDA or 08h[4] = 1): every single 1=Yes 0 = Use line
SDRAS# 0 = Enable transfer cycle comparator in
and 1 = Disabie PCimaster
Pin 57 is 1 = Generate
OCAWEH#, inquire cycle.
CAS10#, for every new
HOLD, or FRAME#
SDCAS#
1=Pin55is
MEMR#
and
Pin 57 is
MEMW#

912-2000-014
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METHOD 2: In this method, the write protected areas can be
cached in the L2 cache but not in the L1 cache. This is imple-
mented by driving KEN# high for the first word with BRDY#,
which will cause the CPU to not cache the data in the L1
cache or do a burst cycle. This data can then be stored in the
L2 cache, but only subsequent read requests by the CPU are
serviced (discarding all writes), thus effectively write-protect-
ing the data in the L2 cache. Read miss cycles are serviced
by first performing a linefill burst from the DRAM into the L2
cache and then performing a normal non-cacheable {and
non-burst) cycle to the CPU. In this method, writes to the sys-
tem memory and to the L2 cache are write protected.

————

METHOD 3: This method is implemented by driving EADS#/
WT# high during the read cycle. Data read from write pro-
tected areas are stored in both the L1 and L2 caches.
Accesses from the CPU that are L2 cache read hits are ser-
viced in burst mode and L2 cache read miss cycles are ser-
viced by first performing a linefill burst read to the L2 cache
from the write protected area and then performing a normal
burst cycle to the CPU. Write cycles from the CPU to these
areas are write-through and are discarded by the cache con-
troller of the 82C567. However, L1 cache writes occur
internally to the CPU in this mode and are therefore not
write protected. Table 4-14 shows the register bit associ-

ated with this function.

Table 4-14 SYSCFG 08h[0]
I
7 6 | 5 4 | 3 2 1 0
SYSCFG 08h CPU Cache Control Register Default = 00h
L2 cache Snoop filtering CPU HITM# Parity Tag/Dirty RAM | CPU address L1 cache BIOS area
single/double for bus pin sample checking: implementation: pipelining: write-back and | cacheability in
bank select: masters:(") timing: 0= Disable |0 =Tagand 0 =Disable | Wwrite-through L1 cache:
0 = Double . 0=Disable |0 = Delay 1 1 = Enable Dirty are on 1 = Enabie: control: Determines if
bank (If async 1 = Enable CLK (HITM# separate chip 0 = Write- system BIOS
SRAM, then . sampled on 3rd (i.e., a separate through anty area EQ00Oh-
the banks are rising edge of x1 or x8 SRAM 1= Write-back FFFFFh (if
intereaved. If LCLK after for the Dirty enabled SYSCFG 04h{2]
sync SRAM, EADS# asser- RAM) = 1) or FO000h-
they are not tion) 1 = Tagand FFFFFh (if
"“eneaved) ° 1= No delay D|r[y are on the SYSCFG 04h[2]
1 = Single bank (HITM# sam- same chip (i.e., = 0), and video
(non-inter- = " | pled on 2nd ris- could be either BIOS area
leaved) ing edge of ax9orx8 Tag/ C0000h-
LCLK after Dirty RAM) C7FFFhis
EADS# asser- cacheable in
tion) L1ornot.
0 = Cacheable
1 = Non-Cache-
able
(1) Fora master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycles are not done until there is a cache
line miss (i.e., line comparator not activated for accesses within the same cache line).
Table 4-15 Cacheability Methods
Write Enabled Write Protected
System DRAM System BIOS Video BIOS Shadow RAM Shadow RAM
Method Read Write Read Write Read Write Read Write Read Write
Li,L2 LitL2 Single None Single None L1L2 L1.L2 Single None
L2 L1L2 L2 None L2 Nane L1.L2 L2 L2 None
L1,L2 L1,L2 L1,L2 L1 L1.L2 L1 Lt1.L2 L1,L2 L1,L2 L1
Note: L1 = accessible to primary cache, L2 = accessible to secondary cache, none = no cycle performed (or discard).int = internal cycle to

CPU, WT = write-through cycle, single = single word (non-burst) cycle, burst = burst cycle
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4.3.6 SRAM Support

The Viper-MAX Chipset supports many varieties of asynchro-
nous and synchronous SRAMs. Table 4-16 shows which sig-
nals of the 82C567 change functionality to the various SRAM
implementations.

In addition to the standard synchronous SRAMs, the Viper-
MAX Chipset supports pipelined synchronous SRAMs as well
as the Intel standard BSRAM and the Sony Sonic-2WP
(cache module). Table 4-23 at the end of this section gives a
SRAM cycle comparison chart.

82C566/82C567/82C568

In a two bank synchronous SRAM implementation, there
could be data contention when switching between banks. To
avoid this, Intel has proposed a BSRAM standard. This stan-
dard requires the insertion of one “idle” cycle when switching
between banks. The BSRAMs that support a one clock dis-
able and a two clock enable timing, meet this standard. The
Viper-MAX Chipset supports this standard. To enable this
feature, SYSCFG 17h[5] should be set to 1. Table 4-21 lists
the registers provided for SRAM support.

Table 4-16  82C567 Pin Functionality for SRAM
43.6.1 SRAM Requirements Implementations
The data RAMs are quad-word interleaved for the two bank _
configuration, which requires 64-bit wide SRAM. This allows Pin No. Async SRAM Sync SRAM
systems based on the Viper-MAX Chipset to perform a full 3- 62:69 CACS[7:0}# CAWE[7:0¢
2-2-2 burst for reads and writes. :
. ) ) ) 56 ECAWE# CACSO00#
Tables 4-17 and 4-18 give configuration parameters, while
Tables 4-19 and 4-20 outline the read/write cycle lengths and 57 OCAWE# CACS10#
their speed requirements. 59 ECA4 .ADSC#
4.3.6.2  Pipelined Synchronous SRAM Support 60 OCA4+ECA3 ADV#
Pipelined synchronous SRAMs are cheaper than their coun- 54 ECDOE#~ - '} - ECDOE#
terpart BICMOS synchronous SRAMs (standard synchronous —————] -
SRAMSs). The timing requirement of the ADV# pin assertion is 55 OCDOE# , - OCDOE#
different for these .SRAMs, and this is enabled by setting :
SYSCFG 17h{t] = 1 (i.e., enabling pipelined synchronous
SRAM). ’
Table 4-17 Data SRAM Asynchronous Configurations
Data SRAMs Tag SRAMs
Tag Address Tag Dirty Bit Cacheable
Cache Size Qty Type Qty Field Qty Field Range
256K Bytes 8 32Kx8 1 8Kx8 1 8Kx1 64MB
512K Bytes 16 32Kx8 1 16Kx8 1 16Kx1 128MB
1M Bytes 8 128Kx8 1 32Kx8 1 32Kx1 128MB
2M Bytes 16 128Kx8 1 64Kx8 1 64Kx1 128MB
Table 4-18 Data SRAM Synchronous Configurations
Cache Size Qty Size
256K Bytes 4 32Kx18
512K Bytes 4 64Kx18
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L E——————— ]
Table 4-19 SRAM Cycle Lengths
Async SRAMs Sync SRAMs
Leadoff Reduction if
Speed Burst Cycle Pipelined Standard Pipelined Burst*
Read Burst Cycles
50MHz 3-2-2-2 1 clock 2-1-1-1 2-1-1-1
1-1-1-1
60MHz 3-2.2-2 1 clock 3-1-1-1 3-1-1-1
1-1-1-1
66MHz 3-2-2-2 1clock 3-1-1-1 3-1-1-1
1-1-1-1
Write Burst Cycles
50MHz 3-2-2-2 1 cycle 2-1-1-1 2-1-1-1
1-1-1-1
60MHz 4-2-2-2 1 cycle 3-1-1-1 3-1-1-1
1-1-1-1
66MHz 4.2-2-2 1 cycle 3-1-1-1 3-1-1-1
1-1-1-1

"This timing is for a single-bank. Leadoff cycle will be increased by one clock for a double-bank solution when it is a pipelined
cycle due to the turn-around time of two banks and to prevent data contention between the banks.

Table 4-20 Tag and Data SRAM Speed Requirements

Parameter Description 50MHz 60MHz 66MHz

Async SRAM Data

tAA Address Access Time 25ns 15ns 15ns

tOE OE# Access Time 12ns 8ns 8ns

tWP Write Pulse Width 25ns 14.5ns 14.5ns

SRAM Tag for Async Cache System

tAA Address Access Time 20ns 15ns 12ns

Sync SRAM Data

tCD Clock Access Time 12ns (2-1-1-1 9ns 9ns
12ns (3-1-1-1

SRAM Tag for Sync Cache System

tAA Address Access Time 10ns (2-1-1-1 15ns 12ns
20ns (3-1-1-1
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Table 4-21 Register Bits Associated with SRAM Support
7 6 5 4 3 2 1 I 0
SYSCFG 02h Cache Control Register 1 Default = 00h
L2 cache size selection: L2 cache write policy: L2 cache operating mode select: DRAM CAS
it SYSCFG If SYSCFG 00 = L2 cache write-through 00 = Disable posted write: | precharge time:
OFh{0]=0 OFh{0] =1 01 = Adaptive Write-back Mode 1 |01 = Test Mode 1; Extemal Tag 0 = Disable 0=2CLKs
00 = Reserved 00 =1MB 10 = Adaptive Write-back Mode 2 Write (Tag data write- 1 = Enable 1=1CLK
01 =Reseved 01=2MB 11 = L2 cache write-back through SYSCFG 07h)
10 = 256K 10 = Reserved 10 = Test Mode 2; Extemal Tag
11=512K 11 = Reserved Read (Tag data read from

SYSCFG 07h)

11 = Enable L2 cache

03h

rol Register 2

SYSCFG Cache Cont Default = 00h
Timing for burst writes Leadoff cycle time for writes Timing for burst reads Leadoff cycle time for reads
to L2 cache: to L2 cache: to L2 cache: to L2 cache:
00 = X-4-4-4 10 =X-2-2-2 00 =5-X-X-X 10 =3-X-X-X 00 = X-4-4-4 10=X-2-2-2 00 =5-X-X-X 10 =3-X-X-X
01=X-3-3-3 11=X-1-1-1 01 =4-X-X-X 11 = 2-X-X-X(1 01 =X-3-3-3 11=X-1-1-1 01 =4-X-X-X 11 = 2-X-X-X("

(1) Sync SRAM double bank implementation does not support this timing.

G T

LA R R R P ¢ i R . S
SYSCFG 04h Shadow RAM Control Register 1 Default = 00h
CCO000h-CFFFFh C8000h-CBFFFh Sync SRAM E000Ch- . CO000h-C7FFFh
read/write control: read/write control: pipelined read | EFFFFh range read/write control:

00 = ReadAwrite PCI bus 00 = Readmrite PCI bus cycle 1-1-1-1 selection: |00 = Read/write PCI bus =
01 = Read from DRAM / write to {01 = Read from DRAM / write to enabte:(" Determines |01 = Read from DRAM / write to
‘PCI PCI 0 = Implies whether this S
10 = Read from PCI / write to 10 = Read from PC! / write to leadoff T-state region will be |10 = Read fro_m PCl / write to
DRAM DRAM for read pipe- treated like the DRAM -
11 = Read/write DRAM 11 = Read/write DRAM lined cycle = 2| FO000 BIOS |11 = Read/write DRAM
1 = Enables area gr )
leadoff T-state whether it will
for read pipe- atways be non-
. cacheable.
lined cycle = 13
0 = EQ000h-

EFFFFh area
will always be
non-cacheable
1 = EO0OON-
EFFFFh area
will be treated
like the FOOOOh
BIOS area.

If this bit is set,
then SYSCFG
06h{3:2] and
[1:0] Should be
set identically.

M
(2)

If SYSCFG 11h[3] = 1 (i.e., sync SRAM chosen) and if SYSCFG 03h{3:2] = 11, then this register setting comes into play.
It will be a 3-1-1-1 cytle followed by a 2-1-1-1 cycle, ora 3-1-1-1 cycle for successive piped cycles.

bank case.

(3) ttwillbe a 3-1-1-1 cycle followed by a 1-1-1-1 cycle for successive piped cycles. This is valid only for a single

A g
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Table 4-21  Register Bits Associated with SRAM Support (cont.)
7 | 6 s | 4 3 | 2 1 0
SYSCFG OFh PCI Master Burst Control Register 2 Defauit = 00h
PCI pre-snoop: Insert wait Reserved: Resynchronize | New mode of CPUto L2 Write pulse Cache size

0 = Disable states for ISA | Must be written PCI master single cycle cache hit duration control selection:

1 = Enable(V | Master access: 10 0. accesses fo NA#: cycles, ASDC# | for operation | This bit along
0=No system DRAM: | o = Disable generation with async | with SYSCFG
1=Yes 0=No 1 =Enable | from chipset: SRAM: 02h[1:0]

1=Yes® 0 = Enable This bitis used | defines the L2
1 = Disablet® | when the write cache size.
cycle takes the D=< 1MB
form of 3-X-X-X. 1=>1MB
0=1CPUCLK
1 = CPUCLK/2
plus the delay
of an intemal
delay line

M
@)

The 82C567 generates a pre-snoop cycle to the CPU assuming that the PCI master will do a burst.
If bit 4 = 1 in sync SRAM mode, PCl master access to system memory will force the master to wait for the current cycle to finish and the
CPU-PCI clock to become sync. This is a conservative mode.

(3) SYSCFG 0Fh(2] needs to be set if pipelined sync SRAMs are being used.
SYSCFG 11h Miscellaneous Contral Registér_z Default = 00h
Reserved: Cache inactive | Nextaddress SRAM type: - Page miss ISA/DMA Delay start:
Must be written to 0. during idle (NA#) mode 0 = Async posted write: IOCHRDY 0 = Old made,
state controt: control:(V SRAM 0 = Enable control: do not delay
Thisbitcon- | 5 - Normal NA# 1 =8ync 1 =Disable | 0=0Id mode, | intemal master
tols the chip | iming ysed with SRAM no IOCHRDY cycle cycles
selectsofthe | 55 nc SRAMS during line hit | after an inquire
SRAMs. 1 =New NA# 1= Drive cycle
0 = SRAM timing for sync JIOCHRDY low | 1 = Delay inter-
active always | SRAMSs - used until cycle is nal master
1 = SRAM only when CPU finished cycles by one
inactive during operating at LCLK after
Idte state 50MHz inquire cycle

M

i the CPU is used ata 5S0MHz operating frequency, then a 2-1-1-1 cycle on read/write hits to the sync SRAM can be obtained. To obtain
this performance, the ADS# output of the CPU needs to be connected to the ADSP# input of the sync SRAM directly and bit 4 needs to

be set. By sefting bit 4, generation of the NA# signal from the chipset to the CPU is controlled.

Default = 00h

SYSCFG 17h PCI Cycle Control Register 2
Reserved: Generate NA# | Sync two bank Reserved: Reserved: Pipelining Sync SRAM Burst type:
Must be written | for PCl slave select: Must be Must be during byte type (if 0 = Intel burst
to 0. access in 0 = Reserved written to 0. written to 0. merge: SYSCFG protocol
async LOLK | 1 = Set this bit 0 = Disable 11h{3]= 1) | 1 = Cyrix linear
mode: to 1 when two 1 = Enable 0 =Standard | burst protocol
0=No banks of sync 1 = Pipelined
1=Yes SRAM are
This bit will be installed
overridden if bit
7 is set.
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4.3.6.3 Sony SONIC-2WP (Cache Module) Support

The Sony SONIC-2WP is a single chip, write-back cache
subsystem that integrates 256Kbytes of cache memory, tag
RAM and all other associated control logic. The integrated
256Kbyte cache is direct-mapped and it supports 3-1-1-1
burst cycles, and operates at 3.3V. If this chip is used,
SYSCFG 00h[5] should be set to 1. This causes a few
changes in the signai functions of the 82C5687. The TAG1
and the TAG2 signais are connected to the START# signal
from the Sony cache module.This signal is asserted by the
Sony cache module when a CPU cycle translates to a read

—

miss, write miss, or a write-through cycle. The assertion of
this signal by the cache module causes the 82C567 to take
control of the KEN# and BRDY# signals which it shares with
the cache module. The TAG3 signal is connected to the
BOFF# signal from the Sony cache module. The remainder
of the TAG lines should be unconnected. All the other cache
control signals of the 82C567 are not required and should be
no connects. The ADS# input of the 82C567 should be con-
nected to the SADS# output from the cache module. One
note of caution, CPU pipelining must be disabled if using this
cache module.

Table 4-22 Cache Module Register Support
7 6 5 4 3 I 2 1 0
SYSCFG 00h Byte Merge/Prefetch & Sony Cache Module Control Register(" Default = 00h
Enable pipelin- | Video memory | Sony SONIC- Byte/word Byte/word Time-out counter for Enable internal
ing of single byte/word read | 2WP support | merge support: | merging with byteivord merge: hold requests
CPU cycles to | prefeich enable: enable:® 0 = Disable CPU pipelining | This setting determines the maxi- | 1o be blocked
memory: This setting 0 = No Sony 1 = Enable (NA# genera- | mum time difference between | While perform-
0 = Disable enables/dis- SONIC-2WP tion) support: | two consecutive PCI byteiword | ing byte merge:
1 = Enable ables the instailed 0 = Disable writes 1o allow merging. 0 = Disable —
prefetching of 1= Sony 1 =Enable 00 = 4 CPU CLKs 1=Enable -
bytes/words/ SONIC-2WP 01 =8 CPU CLKs ‘ &
from PCl video installed 10 = 12 CPU CLKs : J
memory by the 11 = 16 CPU CiKs
CPU. .
0 = Disable
1 = Enable

(1) SYSCFG 13h{7] must be set o 1 in order for this register to be mapped correctly (full memory decode).
(2) Ifbit5is set, ensure that the L2 cache has been disabled (i.e., set SYSCFG 02h[3:2] = 00).

Table 4-23 SRAM Comparisons
Pipelined Pipelined Sony Cache

Cycles Async Sync Sync BSRAM Module
Read hit 3-2-2-2 3-1-1-1 3-1-1-1 3-1-1-1 3-1-1-1
CPU piped RH 2-2-2-2 1-1-1-1 1-1-1-1 1-1-1-1 3-1-1-1
2 BKs piped RH 2-2-2-2 1-1-1-1@ 2-1-1-1@ 2-1-1-1 3-1-1-10
Write hit 3-2-2-2 3-1-1-1 3-1-1-1 3-1-1-1 3-1-1-1
Write-back N N N+4 N+4 N+BOFF
PCI read x-2-2-2 x-2-2-2 x-3-3-3 x-3-3-3 x-2-2-23)
PCl write x-2-2-2 X-2-2-2 x-2-2-2 x-2-2-2 x-2-2-23
Cost Lowest High Low Low High

1) No CPU pipelined for Sony Cache Module.

2) Data bus conflict for sync. SRAM, minimum data bus conflict for pipelined SRAM with 82C567 OE# control.

3) L2 needs “castout” dirty line before master access.

912-2000-014
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4.4 DRAM Controller

The DRAM controller within the Viper-MAX Chipset uses a
64-bit wide DRAM data bus interface. It also uses the page
mode technique for faster data access from the DRAMs.

Page mode is always used in the Viper-MAX Chipset for CPU
accesses, both for bursts and between bursts. Page mode is
performed by keeping RAS active while reading or writing
multiple words within a DRAM page by changing only the col-
umn address and toggiing CAS with the new column
address. The DRAM page size is fixed at 4KB.

4.41 DRAM Buffering

Deep buffering is one of the major performance enhance-
ments in the Viper-MAX Chipset. It incorporates deep buffers
in the CPU-to-DRAM and PC!-to-DRAM data paths, which
enables read prefetching and write posting in the data paths.

» Deep buffering for DRAM performance

- Six quad-word CPU-to-DRAM write posting
- 24 double-word PCl-to-DRAM write posting
- 24 double-word DRAM-to-PCl read prefetch

Table 4-24 lists the registers/bits that are associated with
DRAM Buffering.

4.4.1.1 CPU-to-DRAM Deep Buffer

A six quad-word deep FIFQO is built in the 82C566 and is con-
trolled by the 82C567 in the CPU-to-DRAM path. These deep
buffers are used by the 82C567 to buffer CPU-to-DRAM data
when the GUI has ownership of the memory bus. Once the
GUI relinquishes the bus, the buffered data is dispatched into
the DRAM. This way the system level latencies caused by
shared resources are minimized.

4.4.1.2 PCl-to-DRAM Deep Buffer

A 24 double-word buffer has been designed into the PCl-to-
DRAM path. During PCI master write bursts, the master posts
data into this buffer. Once GUI accesses and CPU-to-DRAM
cycles are completed, the posted data will be written back in
to the DRAM. This avoids any stalling in the PCI and full bus

bandwidth is utilized.

Table 4-24 DRAM Buffering Related Registers/Bits
7 6 5 4 [ 3 2 1 0
PCIDVO 44h 82C566 Control Register 1 Default = 00h
S6DWFIFO for | 24DWFIFO for | 24DWFIFOfor | 6QWFIFO for | Memoryread | 82C566 ping- | 82C566 ping- | Memory read
CPU write to PCl read from PCI write to CPU write to | accesses in the pong buffer pong buffer accessesin the
PCl: DRAM: DRAM: DRAM: 82C566 it " used for PCI used for PCl 82C566:
0=Disable | O=Disable | O=Disable | 0= Disable hp CIDVO miSte:“’;("e mesterread 1o= FP Mode
f=Enable | 1=Enable | 1=Enable | 1=Enaple | *401~1and NS T - Doy
4Th71=1: | - Disable | 0= Disable SDRAM/
0 = SDRAM 1 = Enabie 1 = Enable BEDO
1=BEDO
PCIDVO0 45h 82C566 Control Register 2 Default = 00h
Reserved: Must be writtento 0. Memory parity Reserved: Byte merge for | MD bus inter-
generation and Must be written CPU write o nal pull-up
checking if 0 DRAM: resistors:
vy 0=Disable | 0= Enable
Shi1] =0: 1=Enable | 1=Disable
0 = Disable
1 = Enable
PCIDVO 47h 82C566 Control Register 4 Default = 00h
SDRAM/BEDO | CPU-t0-PCI PCl-t0-DRAM | CPU-to-DRAM | 82C566 regis- Reserved: Must be written to 0.
memory read FiFO clearing | FIFO clearing FIFO clearing | teris writable:
accesses in when combina- | when combina- | when combina- 0 = Enable
82C566: tion changed: | fion changed:(* | tion changed: 1 = Disabie
0 = Disable 0 =Do notclear | 0 = Do not clear | 0 = Do not clear (cnfg-writes
1 = Enable 1 = Clear 1 = Clear 1 = Clear blocked within
82C566)
(1) Bit5 must be setto 1 whenever PCl to DRAM FIFO is tumed on in the system.
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Table 4-24 DRAM Buffering Related Registers/Bits (cont.)

e

PCl Cycle Controi Register 1 Default = 00h

CPU master to PCl memory slave CPU master to PCI slave Master retry timer: Reserved: PCl FRAME#

write IRDY# control: write posting, bursting controi: Selects the delay before retry is | Must be written generation

00 = 3 LCLKs after data 00 = No posting, no bursting attempted. to 0. controk:

01 = 2 LCLKs after data 01 = Posting only, no bursting 00 = 10 PCICLKs 0 = Conserva-

10 =1 LCLK after data 10 = Posting, with conservative 01 = 18 PCICLKs tive mode in
11 = 0 LCLK after data bursting 10 = 34 PCICLKs CPU pipelined

11 = Posting, with aggressive 11 = 86 PCICLKs cycle

bursting 1 = Aggressive

SYSCFG 20h DRAM Burst Control Register

Reserved: DRAM post Reserved: PC! master DRAM write burst cycle control DRAM read burst cycle control
Must be written | Write during | mMust be written parity: during PCl master cycles: during PCI master cycles:
0 1. HITM# cycle o 0. 0 = Disable 00 = Reserved 00 = Reserved
during PCl mas- 1 = Enable 01 = X-3-3-3 0t =X-3-3-3
teraccess: 10 = X-2-2-2 10 = X-2-2-2
0 = Disable ‘ 11 = X-1-1-1 11 =X-1-11
1 = Enable

e 1 T T RO e TR . B TRh
SYSCFG 2Ah PCl-to-DRAM Deep Buffer Size Register Defauit = 00h
Reserved: Time-out selection when there is PCITRDY# | Write burst with | Read burst with | PCl-to-DRAM deep buffer size:
Must be written | @ GUI request during PCl master | wait state con- PCI-DRAM PCI-DRAM 00=16dword =~
o 0. read cycles: trol with PCI- deep buffer: deep buffer: _ 01.=24 dword o
00 = Always FP mode, grant DRAM deep 0 = Disable 0 = Disable - 10’z Reserved ¥
DRAM bus to GUI ASAP butfer: 1 = Enabie 1 = Enable " 11 = Reserved '
01 = Select SDRAM or EDG time- | 0 = Zero wait
out depending on current state (X-1-1-1)
bank information 1 = One wait -
1X =Select FP mode, SDRAM, or | State (X-2-2-2)
EDO depending on current
bank information
Bt — T T T °
SYSCFG 28Bh EDO/SDRAM Time-Out Register Defauit = 00h
SDRAM time-out count when there is a GUI request: EDO time-out count when there is a GUI request:
The register value plus 9 is the number of CPU clocks delaying the The register value plus 6 is the number of CPU clocks delaying the
GUI request to stop the DRAM controller. GU! request to stop the DRA
E" uano . ok eie el BT e L e SRl E e nie Do B i i
SYSCFG 2Ch CPU-to-DRAM Buffer Control Register Default = 00h
Reserved: BOFF# asser- Data merge Buffer write
Must be written 1o 0. tion for DRAM | when CPU has data while
read cycles: ownership of buffer is
0 = Disable DRAM bus: flushing:
1 = Enable 0 = Disable 0 = Disable
1 = Enable 1 = Enable

OPTi
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L ]
Table 4-24 DRAM Buffering Related Registers/Bits (cont.)
7 ] 6 I 5 l 4 ] 3 | 2 1 0
SYSCFG 2Eh PCI Master - GUI Retry Control Register Default = 00h
Pin 189 Pin 100 Pin 121 Reserved: CPU-to-PCI Reserved: PCl Master PCl master
functionality: functionality: functionality | Must be written | FIFO control | mMust be written | HITM# cycle, if | requests retried
0=DIRTYWE# | 0=USBCLK | and MSGN2S/ 0 0. module: o 0. GUI high priority during GUI
or RAS5# | 1=REFRESH# | MSGS2Nbus 0 = Disable request jumps cycles:
1 = SDCKE enabling: 1 = Enable in before first | g = All PCI mas-
0= AEN BRDY#: ter requests
1=MSGN2S 0 = Retry all are retried
PClcycles | 1 = PCI master
1 = Retry only reads are
PCl master retried, writes
read are accepted
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4.4.2 EDO Support

The Viper-MAX Chipset provides the capability to use EDO
DRAMs in a system. EDO devices are very similar to devices
that incorporate fast page mode accesses. However, the use
of EDO DRAMs boosts the system performance considerably
over conventional fast page mode DRAMSs. This boost in per-
formance stems from the different way in which the memory
bus is controlled. in conventional fast page mode DRAMs,
the memory bus is turned on by the falling edge of CAS# and
is turned off (High-Z) when CAS# returns to high. The fast
page mode DRAMs only guarantee data to be valid for 5ns
(which is typically too brief for systems operating at full
speed). To compensate, CAS# must be held low for an
extended period until the data can be read from the bus. In
contrast, EDO devices turn on the memory bus when CAS#
falls low but do not turn off the bus when CAS# returns to
high. Instead, the data remains valid until the next falling
edge of CAS# Because the data remains valid until the fall-
ing edge of the next CAS#, the transfer of memory data to the
latch in the memory controller can be overlapped with the
next column precharge. This extra time that the data remains
valid resolves the system problem described above. The
extended data time aliows the system to run with a minimum
CAS# low time. This increases the system performance by

82C566/82C567/82C568

decreasing the page access cycle time. Control of the mem-
ory bus can be obtained by the OE# and CAS# signals.

The Viper-MAX Chipset allows the user to populate the sys-
tem with up to six banks of EDO DRAMs. Individual bits in
SYSCFG 1Ch need to be set to a “1” for each bank that uses
EDO DRAMs. Timing can be programmed to achieve a 6-2-2-
2 read cycle at 50MHz when EDO DRAMSs are used with the
Viper-MAX Chipset.

The Viper-MAX Chipset also provides the flexibility to mix and
match EDO DRAM SIMMs and conventional fast page mode
DRAMs among the different banks. As an example, EDO
DRAMs in Banks 0 and 2 could be used and fast page mode
DRAMs in the other banks. There are no restrictions in terms
of which bank(s) can contain EDO SIMMs and which can
contain fast page mode DRAMs. However, care must be
taken to ensure that the SIMMs that make-up the 64-bit data
path to DRAM are all EDO DRAMs or all fast page mode
DRAMs.

In a system, all banks that have been popuilated with EDO
DRAMs will have the same DRAM timings. Likewise, all
banks that are populated by fast page mode DRAMs will
have the same DRAM timings.

Table 4-25 EDO Asscociated Register Bits L
7 6 5 4 ! 3 2 1 0
SYSCFG 1Ch EDO DRAM Control Register Default = 00h
EDO DRAM usage: Viper-MAX CAS pulse
Each bitis setto a 1 if the user is using EDO DRAMs in each of the available six banks. Bit 2 corresponds Chipset width during
to Bank 0 and bit 7 corresponds to Bank 5, yielding a totai of six banks that the user can populate. operatingata DRAM
0 = Standard page mode DRAM frequency of accesses:

1 = EDO DRAM 50MHz:(" 0 = CAS puise
0=No width deter-
1=Yes mined by

SYSCFG 01h{3]
1= CAS pulse
width is one
CPUCLK®

1
access times even if the user is not using EDO DRAMs.

Bit 1 is set by the user when the chipset is operating at a frequency of 50MMz. The setting of this bit could potentially improve DRAM

(2) The width of the puise is one CPU clock if the Viper-MAX Chipset is operating at 50MHz (selected by the setting of bit 1) if it is interfaced

to EDO DRAMs (selected by bits [7:2])

AR A

SYSCFG 1Dh

Miscellaneocus Control Register 3

Default = 00h

Reserved: DWE# timing DRAM read DMA accesses Reserved: Accesses to Accesses fo
Must be written to 0. salection:(" leadoff cycle: from system Must be written BO0OOK- AQ000Nh-
0 = Normal 0 = Nommal memory: to 1if 08h{d} = 1 BFFFFh during | AFFFFh during
1 = Removed 1 = Reduced 0 = Enable (if panty is SMM mode: SMM mode:
one CLK earfier| byone CLK 1 = Disable enabled). 0 = Accesses 0 = Accesses
go to main o to main
memory memory
1 = Accesses 1 = Accesses
goto PClbus | goto PClbus

(1) When using a buffered DWE# solution and the DRAM load is substantial, bit 5 may have to be set if the system begins to maifunction.
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Table 4-25 EDO Associated Register Bits (cont.)
7 } 6 ] 5 | 4 [ 3 2 1 0
SYSCFG 1Fh EDO Timing Control Register Default = 00h
0 = Normal 0 = Normal NA# DRAM read Reserved: Chip selects | Block AHOLD 0D0000-
1 = Generate (fast page generation: cycle leadoff | Must be written and write during Hidden ODFFFFhis
conflict during mode) 0 = Aggressive | reduced by 1 10 0. enables for Refresh: cacheable in
EDO detection | 1 = Detect EDO | (enabled with | Clock to sup- async SRAM: 0 = Enable L1 and L2:
{bit 6 set) if nec- EDO or 50MHz | Port 5-2-2-2 at 0=8CS#and1 (Normal) 0=No
essary operation and 50MHz: WE# 1 = Disable 1=Yes
X-2-2-2 timing | 0 = No {Normal) 1=1CS#and8
selection 1=Yes WE# (CS# is
1 = Normai OCAWE#in this
mode)"
{In sync SRAM
mode, ADSC#
and ADV# are
swapped.)

M

This is only good for single bank cache. ECAWE# pin will become CS#.

(2} Before turning on bit 0, 0D0000-0DFFFFh needs to be readable/writable and shadowed. When cached into L1, it will be in write-back
this region if bit 0 is set.

mode if SYSCFG 08h(1] is on. There is no write protection in
& P . . - 11 g B R s A
SYSCFG 26h UMA Control Register Default = 00h
ISA master to ISA SA GUI memory size: 5-2-2-2 EDO |00 = Normal UMA support:
DRAMcycle | address latch: 00 = 1MB DRAM read im- | 01 = For low priofity GUI request, | 0 = Disable
CASwidth: | 0= 5A latchis 01=2MB ing at 66MHz: 82C567 will wait for two 1 = Enable
0 = Controlled | always trans- 10 =3MB 0 = Disable more CLKs
by ISA R/'W parent (pass- 11= 4MB 1=Enable |14 =GuUlis always at high priority
command through)
pulse width | 1 = SAlatchis | For 0.5MB size, set these bits to
1=2LCLKs |onforretry only. |00 and SYSCFG 25h[2] = 1.
(When the first
CPUANSA cycle
is retried, the
SA address will
be latched.)
SYSCFG 2Bh EDO/SDRAM Time-Out Register Default = 00h

SDRAM time-out count when there is a GUI request:
The register value plus 9 is the number of CPU clocks delaying the

EDO time-out count when there is a GUI request:

The register value plus 6 is the number of CPU clocks delaying the
GUI request to stop the DRAM controlier.

GUI request to stop the DRAM controiler.

Defauit = 00h

SYSCFG 2Dh Bank-wise EDO Timing Selection Register
Split buffer con- Predictive Bank-wise selection for 5-X-X-X at 66MHz or 4-X-X-X at 50MHz EDO DRAM read cycle:
currency: reading: 0 = Defauit setting
0 = Disable 0 = Disable 1 = 5-X-X-X/4-X-X-X enabled
1= Enable {nomal)
1 = Enable
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Table 4-25 EDO Associated Register Bits (cont.)

7 6 5 j 4 | 3 2 1 0
PCIDVO 44h 82C566 Control Register 1 Defauit = 00h
6DW FIFO for | 24DWFIFO for | 24DWFIFO for | 6QW FIFO for | Memory read 82C566 ping- 82C566 ping- Memory read
CPU write to PCI read from PCi write to CPU write to | accesses in the pong buffer pong buffer accessesin the
PCl: DRAM: DRAM: DRAM: 82C566 if used for PCl used for PCI 82C5686:

0 = Disable 0 = Disable 0 = Disable 0 = Disable 4hpc;?vo masterwrite | masterread g _ pp Moge
1 =Enable 1 = Enable 1 =Enable 1=Enable |4 47[217‘ 1?@ X1 x'1'.1'1' 1= EDYY
(7]=1: 0=Disable | 0 = Disable SDRAM/
0= SDRAM 1 = Enable 1 = Enable BEDO
1=BEDO

443 Burst EDO Support

The Viper-MAX Chipset provides supports the next genera-
tion of EDO DRAM, Burst EDO (BEDQ). To read data out of
an EDO DRAM, the chipset needs to provide an address for
every location accessed in a burst of consecutive location
accesses. With BEDO, chipset needs to provide only the
starting address of the burst and the BEDO chips will incre-
ment it internally. In other words, BEDO DRAMSs contain a
pipeline stage with a 2-bit counter. This way, the BEDO can
supply data on every clock achieving an X-1-1-1 burst on the
bus.

The Viper-MAX Chipset can support four banks of BEDO in
the system. The 82C567 supplies the row address with RAS#
and the first column address of the burst transfer. The BEDO
latches this address at the following edge of the first CAS#
and starts the burst read cycle. On each subsequent CAS#
assertion, data is output on the MD bus and the address is
automatically incremented internally.

Since CAS# will have less than 1/2 CLK pulse width to sup-
port X-1-1-1 transfers, the memory routing and loading on the
system motherboard must be carefully designed to achieve
this timing.

BEDO allows a system design to have reasonable bandwidth
at a relatively low cost compared to other fast memory tech-
nologies. BEDO also supports both interleaved and linear
bursts which is programmable by Viper-MAX chipset depend-
ing on the CPU type.

The Viper-MAX assumes the following characteristics of
BEDO:

¢ Total number of banks supported: Four

* Read latency from first CAS#: Two

» Burst length: Two

« Burst sequence: Interleaved (Default)

s Linear

« Burst advance control: CAS#

* Supply voltage: 3.3V (5.0V tolerant)

4.4.4 SDRAM Support

The Viper-MAX Chipset provides the capability to use
SDRAM DIMM modules in a system design. Up to four banks
of SDRAM banks are supported. The SDRAM devices accept
all its input command signals at the rising edge of system
clock. The clocking allows data pipelining within the SDRAM
device and data output in a continuous stream on every
clock. Because of this, an SDRAM-based design boosts the
memory performance considerably over FP mode/EDO
DRAMSs. : S

4.4.41 SDRAM Commands £

With SDRAM, external control signals are {atched with the ris-
ing edge of clock pulses and specific high and low combina-
tions are recognized as commands. The SDCS#
(SDCS[3:0]#), SDRAS#, SDCAS# SDWE#, and MA ‘address
lines define the inputs commands which become active on
the positive transition of SDCKE. '

The Viper-MAX Chipset issues the following SODRAM COM-
MANDs:

* BANK ACTIVE

* BANK PRECHARGE

» PRECHAGE ALL

* WRITE

= READ

+ MODE REGISTER SET

* AUTO REFRESH

The Viper-MAX Chipset does not support the following com-
mands:

READ WITH AUTOPRECHAGE

WRITE WITH AUTOPRECHAGE

CLOCK SUSPEND MODE

« SELF REFRESH

SDRAM READ and WRITE Commands

To avoid bus contention on the memory bus, the Viper-MAX
ensures a dead cycle between write data and read data com-
mands. During read cycles, SDDQM([7:0]# are used as the
standard output enable function. During write cycles, these
outputs act as a mask for input data buffer of the SDRAM.
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4442 SDRAM Initialization

The Viper-MAX Chipset allows SDRAM devices to stabilize
and will not toggle any input command signal for 100ms. The
first command will be the PRECHARGE ALL banks. After
precharging, the mode register will be programmed based on
the register setting. The following fields will be affected by
this programming:

+ Burst length: 1, 2, 4, 8 or full page

* Wrap Type: Sequential or interleaved

* CAS#latency: 1,20r3

SDRAM refreshing is done in the similar fashion of FP mode
and EDO DRAMs.

e

Table 4-26 shows the register bits associated for configuring
SDRAM in a Viper-MAX based system.

4.4.4.3 Unbuffered DIMMs

The Viper-MAX Chipset supports up to four banks of unbuf-
fered SDRAM DIMMs connectors on a system motherboard.
The maximum clock frequency is 66MHz. Clock should be
connected to each of the DIMM connector.

MA[10:0] are connected as the row address of the DIMM.
MA11 is used the bank select pin. SDCS# pins are used as
the bank select outputs.

Table 4-26  SDRAM Configuration Registers
7 6 5 4 3 2 1 0
SYSCFG 28h SDRAM Burst and Latency Control Register Default = 00h
Reserved: SDRAM CAS# latency: Reserved: Burst length controt:
Must be written 000 = Reserved 100 = Reserved Must be written 000 =1 100 = Reserved
to 0. 001 =1 101 = Reserved fo 0. 001 =2 101 = Reserved
010=2 110 = Reserved 010=4 110 = Reserved
011 =3 111 = Reserved 011=8 111 = Full page
SYSCFG 29h . SDRAM Selection Register Default = 00h
When set to 1, | Controisiatency SDRAM pre-charge control: SDRAM enable on each bank:
‘at least one between bank " 00=2CLKs 0 = Disable
CLK willbe | active and com- ‘10 = 3 CLKs 1 = Enable
forced between mand at 01 =4 CLKs
the current S0MHz: 11 = Reserved
command and 0=2CLK
next cycle.(" latency
1=1CLK
latency
(1) Otherwise, if next cycle is a page-and/or bank-miss, it could start right after the current command has been issued.
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4.4.5 DRAM Configuration/Programming Parameters

The Viper-MAX DRAM controller provides a flexible full
decode mode (SYSCFG 13h[7] = 1) for configuring the size
and arrangement of each DRAM bank. There are various
parameters that can be obtained in the DRAM state machine
- number of banks, DRAM configurations, timing parameters
and drive strengths.

4.4.51 Number of DRAM banks

The Viper-MAX Chipset supports up to six banks of DRAM.
The default condition is four banks of DRAM supporting up to
512Mbytes of system memory. MA11 is multiplexed with
RAS4# and DIRYTWE# is muitiplexed with RAS54.

If DIRYTWE# is used as RASS5#, the following issues arise.

» |f a separate tag/dirty RAM implementation is used, the L2
cache write-back functionality is lost.

= If a combined tag/dirty RAM implementation is used, the
L2 cache can still be used in the write-back mode.

o It RAS5# is used and MA11 is not used as RAS4#, the
maximum amount of memory supported is 512Mbytes,
with not more than three banks populated with 128Mbytes.

If both RAS4# and RASS5# are being used (i.e., six banks of
DRAM), then the maximum amount of memory supported is
192Mbytes.

If MA11 is used as RAS4# then the maximum memory size
supported decreases to 192Mbytes.

RAS4# and RAS5# are selected through SYSCFG 1%h{7]
(RAS5#), and 19h[3] (RAS4#).

Table 4-27  Full Memory Decode Mode and RAS Selection Bits
7 6 5 4 3 2 | 1 0
SYSCFG 13h Memory Decode Control Register 1 Default = 00h
Memory decode Full decode for logical Bank 1 (RAS1#) SMRAM: Full decode for logical Bank 0 (RASO#) -
select: if SYSCFG 13h([7] is set: 0 = Disable if SYSCFG 13h[7] is set: LY
This bit must 000 = 0Kx36 100 = 2Mx36 1 = Enable 000 ="0Kx36 100 = 2Mx36 '
be setio 1 for 001 = 256Kx36 101 = 4Mx36 001 =256Kx36 101 = 4Mx36
full decode 010 =512Kx36 110 = BMx36 010 =512Kx36 - 110 = 8Mx36
{maximum flexi- 011 = 1Mx36 111 = 16Mx36 011 = 1Mx36 111 = 16Mx36
bility in choos-
ing different
DRAM configu-
rafions)
SYSCFG 19h Memory Decode Control Register 3 Default = 00h
Pin 189 Full decode for logical bank 5 (RASS5#) Pin 71 Full decode for logical bank 4 (RAS4#)
functionatity:(" if SYSCFG 13h[7] is set and 19h[7] is set: functionality:@ it SYSCFG 13h[7] is set and 19h[3] is set:
0= DIRTYWE# 000 = 0Kx36 100 = 2Mx36 0 = MA11 000 = OKx36 100 = 2Mx36
1= RAS5# 001 = 256Kx36 101 = 4Mx36 1 = RAS4# 001 = 256Kx36 101 = 4Mx36
010 = 512Kx36 110 = 8Mx36 010 =512Kx36 110 = Undefined
011 = 1Mx36 111 = 16Mx36 011 = 1Mx36 111 = Undefined
(1) If six DRAM banks have been chosen, the DIRTYWE# line will become RASS# if bit 7 = 1. If six banks of DRAM are chosen, then a com-
bined Dirty/Tag SRAM solution must be implemented or else it will not have a Dirty RAM.
(2) If five DRAM banks have been chosen, the MA11 line will become RAS4# ifbit 3 = 1. If bit 3 is set to 1, none of the DRAM banks will sup-
port the 8Mx36 or 16Mx36 options.
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4.45.2 DRAM Size and Type DRAM the BIOS PQOST code finds Bank 3 (RAS3#) defective,
The DRAM configuration is selected through groups of three it should simply set that bank to “disabled.” The DRAM con-
bits in SYSCFG 13h, 14h, and 18h, There is no required troller will automatically map around it and provide a contigu-
ordering for these selections: Any desired bank can be occu- ous memory map to the system.

pied or not. For example, if in the course of testing system

Table 4-28 DRAM Configuration Reiated Register Bits

7 6 5 4 T 3 2 r 1 0
SYSCFG 13h Memory Decode Control Register 1 Default = 00h
Memory decode Full decode for logical Bank 1 (RAS1#) SMRAM: Fuil decode for logicail Bank 0 (RASO#)

select: if SYSCFG 13h[7]is set: 0 = Disable it SYSCFG 13h[7] is set:
This bit must 000 = OKx36 100 = 2Mx36 1 = Enable 000 = 0Kx36 100 = 2Mx36
be setto 1 for 001 = 256Kx36 101 = 4Mx36 001 = 256Kx36 101 = 4Mx36
full decode 010 = 512Kx36 110 = 8Mx36 - 010 =512Kx36 110 = 8Mx36
{(maximum flexi- 011 = 1Mx36 111 = 16Mx36 011 = 1Mx36 111 = 16Mx36
bility in choos-
ing different
DRAM configu-
rations)
SYSCFG 14h . ] . Memory Decode Control Register 2 Default = 00h
82C566 mode: Full decode for logical Bank 3 (RAS3#) SMRAM Full decode for logical Bank 2 (RAS2#) -~ -
0 = Normal it SYSCFG 13h[7]is set: control: if SYSCFG 13h{7] is set: b
mode 000 = OKx36 100 = 2Mx36 lnactive. 000 = 0Kx36 100 = 2Mx36
1= Clocked 001 =256Kx36 101 = 4Mx36 SMIACT#: 001 =256Kx36 101 = 4Mx36
mode 010 =512Kx36 110 = 8Mx36 0 = Disable 010 =512Kx36 110 = 8Mx36
(Must =1 for 011=1Mx36 . 111 =16Mx36 SMRAM 011 = 1Mx36 111 = 16Mx36
EDO timing) : 1 = Enable
SMRAM(
Active
SMIACT#:
0 = Enable
SMRAM for
both Code and
Datat”
1 = Enable
SMRAM for
Code only (¥
(1) 1f SYSCFG 13h[3] is set.
SYSCFG 19h Memory Decode Control Register 3 Default = 00h
Pin 189 Fult decode for logical bank 5 (RAS5#) Pin 71 Full decode for logical bank 4 (RAS4#)
functionality:(" if SYSCFG 13h[7] is set and 19h[7]is set: functionality:@ it SYSCFG 13h[7] is set and 19h[3] is set:
0=DIRTYWE# 000 = 0Kx36 100 = 2Mx36 0 =MAT1 000 = OKx36 100 = 2Mx386
1 = RAS5# 001 = 256Kx36 101 = 4Mx36 1 =RAS4# 001 = 256Kx36 101 = 4Mx36
010 =512Kx36 110 = 8Mx36 010 = 512Kx36 110 = Undefined
011 = 1Mx36 111 = 16Mx36 011 = 1Mx36 111 = Undefined
(1) If six DRAM banks have been chosen, the DIRTYWE# line will become RAS5# if bit 7 = 1. If six banks of DRAM are chosen, then a com-
bined Dinty/Tag SRAM solution must be implemented or else it will not have a Dirty RAM.
(2) If five DRAM banks have been chosen, the MA11 line will become RAS4# ifbit 3 = 1. If bit 3 is setto 1, none of the DRAM banks will sup-
port the 8Mx36 or 16Mx36 options.
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4453 DRAM Address Muxing

Table 4-29 shows the DRAM address (MA) muxing. Note that
the column address is the same for all configurations since
this is the speed path. A3 and A4 must go through an internal
burst counter, for generation of the MA address to the
DRAMs. The table shows MA line to address bit mapping for
each DRAM size configuration.

4.4.5.4 Timing Parameters

The timing constraints to achieve optimum performance at
66MHz are met without making the system design overly crit-
ical. Timing variations that are required for different system
speeds are handled by a selection of timing modes that vary
the wait states used. Table 4-30 summarizes these timing
modes.

Table 4-29 DRAM Row/Column MA to Address Bit Map

256KB 512KB 1MB 2MB 4MB 8MB 16MB
Addr. Col Row Col Row Col Row Col Row Col Row Col Row Col Row
MAQ A3 A12 A3 Al12 A3 Al12 A3 A12 A3 A12 A3 A12 A3 At2
MA1 A4 A13 A4 A13 A4 A13 A4 A13 A4 A13 Ad A13 A4 A13
MA2 A5 A14 A5 Al4 A5 Al4 A5 Al4 A5 Al4 A5 Al4 A5 Al4
MA3 A6 A15 AB A15 Ab A15 AB A15 A6 A15 AB A15 A6 A15
MA4 A7 A16 A7 Al16 A7 A16 A7 A16 A7 A16 A7 Al16 A7 Al6
MAS5 A8 A17 A8 At7 A8 A17 A8 Al7 A8 A17 A8 A17 A8 A7
MAG A9 A18 A9 A18 A9 A18 A9 A18 A9 A18 A9 A18 A9 A18
MA7 A10 A19 A10 A19 A10 A19 A10 A19 A10 A19 A10 A19 A10 A19
MA8 Al A2G A1 A20 A1 1 A20 Al A20 A1l A20 All A20 A1l A20
MA9 - - A21 - A22 A21 A22 A21 A22 A21 A22 A21 | A22 A21
MA10 - - - - - - A23 A24 A23 A24 A23 A24 A23 ¢
MA11 - - - - - - - - - A25 A26 A25

Table 4-30 DRAM Programmable Control

DRAM Timing Being Controlled

Variation in CLK

RAS address hoid time

1to2

CAS pulse width for reads

1to2

CAS pulse width for writes

2t03

Address setup time to CAS for write page hit

1to2

CAS precharge time

1to2

RAS precharge time

3106

RAS pulse width for refresh

4t07
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68

4455

Drive Strengths

Programmable current drive for the MA[11:0], RAS[5:0]# and
the DWE# lines is provided. If SYSCFG 18h[4] = 0, the cur-
rent drive on these lines is 4mA. In this case, two F244 buff-
ers will be required to drive each pair of DRAM banks. If
SYSCFG 18h{4] = 1, then the current drive on these lines is
increased to 16mA and it is possible to drive the first pair of
DRAM banks without any buffers. Refer to Table 4-31.

4.4.6

DRAM Cycles

The fastest possible burst read is 6-2-2-2 which means the
first quad-word is received in six clocks and the next three
quad-words are received after two clocks each. For a cache
based system, it would mean the bursting to the cache and
CPU for read miss cycles or write miss cycles. Table 4-32
summarizes the DRAM cycle lengths and the following sub-
sections describe the read/write cycle operations.

Table 4-31  Drive Strength Control Bit
7 6 5 4 3 [ 2 1 0
SYSCFG 18h Tristate Control Register Default = 00h
Reserved: Drive strength | CAS lines volt- | Drive strength Tristate CPU Tristate PCI Tristate cache | Puil-up/-down
Must be written | on RAS lines: | age selection: on memory interface during | interface during | interface during | resistors activa
to 0. 0 =4mA 0=5.0V address lines | Suspendand | Suspendand | Suspend and during
1=16mA 1=3.3V and write during CPU during PCI during cache Suspend and
enable line: power-off: power-off: power-off; power-off:
0 =4mA 0 = Disable 0 = Disable 0 = Disable 0 = Disable
= 16mA 1 = Enable 1 = Enable 1 =Enable 1 = Enable
Table 4-32 DRAM Cycle Lengths
Page Miss " Page Miss CPU Pipeline Burst Continued
_ Page Hit RAS High | RAS Active Reduces Lead- Cycle Burst if
CPU Bus Speed Leadoff Leadoff Leadoff off Cycle by: Length Pipelined
Read Burst Cycle
50MHz FP-DRAM 5 cycles 8 c,YcIes  8+precharge 1 clocks -2-2-2 -2-2-2
50MHz EDO-DRAM 5 cycles 8 cycles 8+precharge 1 clocks -2-2-2 -2-2-2
60/66MHz FP-DRAM 5 cycles 8 cycles 8+precharge 1 clocks -3-3-3 -3-3-3
60/66MHz EDO-DRAM 5 cycles 8 cycles 8+precharge 1 clocks -2-2-2 -2-2-2
Write Burst Cycle
50MHz FP/EDO-DRAM 4-7-3-3 4-(7+pre)-3-3 1 clock -3-3-3 -3-3-3
60/66MHz FP/EDO-DRAM 4-7-3-3 4-(7+pre)-3-3 1 clock -3-3-3 -3-3-3
50/60/66MHz FP/EDO- 3 4 4 3
DRAM Single Write

Single writes can be pipelined. Single reads are not pipelined.
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4.46.1 DRAM Read Cycle

The DRAM read cycle begins with the DRAM controller
detecting a page hit or a page miss cycle at the end of the
first T2. Based on the status of the current open page and the
active RASx#, a page hit, a page miss with RAS inactive, or a
page miss with RAS active cycle is executed.

Page Miss with RASx# High Cycle: The row address is
generated from the CPU address bus. (Refer back to Table
4-29 for the row/column address mux map.) After RASx#
goes active, the row address is changed on the next clock
edge (programmable to be two CLKs) to the column address.
The CASx# will be active two CLKs after the column address
is generated. (Refer to Figure 4-23.)

Page Miss with RASx# Low Cycle: RAS is first precharged
for the programmed number of CLKs and then driven active,
after which it will be the same as a page miss with RASx#
high cycle.

Page Hit Cycle: The 82C567 generates the column address
from the CPU address bus and CASx# is driven active for two
clocks. Data flow from the CPU data bus to the memory data
bus and vice versa is controlled by the DBCOE# MMDOE#,
MDOE#, and HDOE# signals from the 82C567 to the
82C566. Data from the DRAM is latched by the 82C566 on
the rising edge of each DLE (for CPU reads from DRAM, the
DLE{1.0]# signals are identical to the CAS signai). The
latched data is valid on the CPU data bus until the next rising
edge of CASx# During this time, the next read is started,
CASx# signals are precharged for one or two clocks (pro-
grammable via SYSCFG 02h[1]), and the next data from the
DRAM is accessed and latched. The 82C566 latches the
data from the DRAM and holds the data for the CPU while the
DRAM controller begins the read for the next word in the
burst cycle. The burst read from the DRAM is in effect pipe-
lined into the CPU data bus by the Viper-MAX Chipset. This
scheme reduces the constraints on the board layout so that
routing for the CPU data bus, MD data bus, and CASx# sig-
nal lines are less critical and performance can be maintained.

Page Hit Cycle (Extended): Wait states can be added if
slower DRAMSs are used. In this mode, data from the DRAM
is latched by the 82C566 at the end of each CAS cycle similar
to the default mode. The only difference between the two
modes is that the CAS low time on reads is increased by one
T-state. This eases up on the page mode cycle time and CAS
access time parameters.

The DRAM read cycle uses a CAS signal that is active for
muitiples of T-state boundaries rather than half T-state
boundaries. This allows additional address decode setup
time and MA bus setup time at the start of the cycle, making
the fastest burst cycle 7-2-2-2.

4.4.6.2 DRAM Write Cycle
Posted writes to DRAM improves the write cycle timing rela-
tive to the CPU and allows the Viper-MAX Chipset to perform
an independent write burst cycle to DRAM without holding
the CPU. The Viper-MAX Chipset maintains a one quad-word
deep data buffer for DRAM writes so that the CPU write cycle
is completed without waiting for the external DRAM cycle. For
a burst write cycie, the leadoff cycle time is reduced to four
clocks even if the cycle is a non-page hit cycle. For a page hit
cycle, the burst write can be- completed in 4-3-3-3 with posted
write enabled. The posted write buffer in the 82C566 is con-
trolled by the DLE[1:0]# signals from the 82C567. Effectlvely,
the rising edge of these signals will latch the high 32-bit and
the low 32-bit new data respectlvely, frem the CPU bus to the
posted write buffer. e 5

Single level posted write cycles are employed to achieve a 4-
3-3-3 burst at 66MHz. The ‘data from the CPU is latched in
the write buffer of the 82C566 until CAS goes active one T-
state after the first T2 (on a page hit). This provides a fast
write mechanism and two wait state writes are maintained for
the leadoff cycle within a page {even at 66MHz). The CAS
pulse width can be extended by one more T-state to ease the
timing constraints on the CAS pulse width requirement for
speeds above 66MHz.

Table 4-33 DRAM Operation Programming Bits
7 | 6 | 5 4 3 2 1 0
SYSCFG 01h DRAM Control Register 1 Default = 00h
Row address RAS# active/ RAS pulse CAS pulse CAS puise RAS
hold after inactive on width used during refresh: width during width during precharge time:
RAS# active: | entering master 00 =7 CLKs reads: writes: 00 =6 CLKs
0=2CLKs mode: 01=6CLKs 0=3CLKs 0=3CLKs 01=5CLKs
1=1CLK 0 = Nomal 10=5CLKs 1=2CLKs 1=2CLKs 10 =4 CLKs
page mode, 11=4 CLKs 11 =3 CLKs
RAS# active
when starting
master cycle
1 = RAS# inac-
tive when stan-
ing a master
cycle
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Table 4-33 DRAM Operation Programming Bits (cont.)

01 = Asym DRAM - x8 type
10 = Asym DRAM - x9 type
11= Asym DRAM - x10 type

01 = Asym DRAM - x8 type
10 = Asym DRAM - x9 type
11= Asym DRAM - x10 type

01 = Asym DRAM - x8 type
10 = Asym DRAM - x3 type
11= Asym DRAM - x10 type

7 | 6 5 | a | 3 2 1 0
SYSCFG 02h Cache Control Register 1 Default = 00h
L2 cache size selection: L2 cache write policy: L2 cache operating mode select: DRAM CAS
if SYSCFG if SYSCFG 00 = L2 cache write-through 00 = Disable posted write: | precharge time:

OFh[0]=0 OFh{0] =1 01 = Adaptive Write-back Mode 1 |01 = Test Mode 1; Extemal Tag 0 = Disabie 0=2CLKs
00=Reserved 00=1MB 10 = Adaptive Write-back Mode 2 Write (Tag data write- 1 =Enable 1=1CLK
01=Reserved 01=2MB 11 = L2 cache write-back through SYSCFG 07h)
10 = 256K 10 = Reserved 10 = Test Mode 2; External Tag
11=512K 11 = Reserved Read (Tag data read from
SYSCFG 07h)
11 = Enable L2 cache
SYSCFG OCh DRAM Hole Higher Address Default = 00h
Reserved: Fast BRDY# | HACALE cycle: | Cache WE# DRAM Hole B DRAM Hole A
Must be written | generation for 0 = Normal pulse width: starting address: starting address:
to 0. DRAM write timing 0=Normal(i.e., | These bits are used in conjunction | These bits are used in conjunction
pagehits. .| 4 _ LACALE ~15ns) with the bits in SYSCFG 0Bhto | with the bits in SYSCFG 0Ah to
BRDY# for one-half a 1 = Wider (i.e., specify the starting address of specify the starting address of
DRAM writes clock cycle ~17.5ns) DRAM Hole B. These bits, DRAM Hole A. These bits,
generatedon: | early BST(9:8], map onto HA[28:27]. AST[9:8], map onto HA[28:27]. |
0 = 4th CLK o o
1 =3rd CLK
SYSCFG 24h Asymmetric DRAM Configuration Register Defauit = 00h |-
Logical Bank 3 DRAM type: Logical Bank 2 DRAM type: Logical Bank 1 DRAM type: Logical Bank 0 DRAM type:
00 = Sym DRAM 00 = Sym DRAM 00 = Sym DRAM 00 = Sym DRAM

01 = Asym DRAM - x8 type
10 = Asym DRAM - x9 type

11= Asym DRAM - x10 type

SYSCFG 2Fh

Defauit = 00h

CAS Address Setup Time Control Register
Column Reserved: Generation of Reserved:
address to Must be written to 0. NA# during Must be written to 0.
CAS delay for CPU accesses
page miss o non-shared
cycles: DRAM bank
0 = Defauit when GUIl has
1=1CLK the memory
bus:
0 = Enable
1 = Disable
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Figure 4-23 DRAM Read Page Miss with RAS Active Read Cycle
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Figure 4-24 DRAM Page Miss with RAS Active Write Cycle
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4463 DRAM Parity Generation/Detection Logic

During local DRAM write cycles, the 82C566 generates a par-
ity bit for each byte written by the processor. Parity bits are
stored in the local DRAM along with each data byte. During a
DRAM read, the parity bit is checked for each data byte. If the
logic detects incorrect parity, the 82C566 will assert the

MPERR# signal to the 82C568. If SYSCFG 08h[4] = 1 (i.e.,
parity has been enabled), then the 82C567 keeps the PEN#
signal to the 82C568 asserted. When the 82C568 senses
that MPERR# has been asserted by the 82C566 and if PEN#
is also asserted, then it will assert a NMI interrupt to the CPU.

Table 4-34 DRAM Parity Associated Register Bit

7 6 l 5 I 4 i 3 2 1 0
SYSCFG 08h CPU Cache Control Register Defauit = 00h
L2 cache Snoop filtering CPU HITM# Parity Tag/Dirty RAM | CPU address L1 cache BIOS area
single/double for bus pin sample checking: implementation: pipelining: write-back and | cacheability in
bank select: masters:(!) timing: 0=Disable |0=Tagand 0 = Disable write-through L1 cache:
0 = Double 0= Disable |0 =Delay1 1=Enable |Dirty areon 1 = Enable control: Determines if
bank (If async 1 = Enable CLK (HITM# separate chip 0 = Write- system BIOS
SRAM, then sampled on 3rd (i.e.,a separate through only area EQ00Oh-
the banks are rising edge of x1 or x8 SRAM 1 = Write-back FFFFFh (if
intereaved. If LCLK after for the Dirty enabled SYSCFG 04h[2]
sync SRAM, EADS# asser- RAM) v = 1) or FOO00h-
they are not tion) 1 =Tagand FFFFFh (if
intedeaved.) 1 = No delay Dirty are on the SYSCFG04h(2] |..
1 = Single bank (HITM# sam- same chip (i.e., =0), and video |..
(non-inter- pled on 2nd ris- could be either BIOS area .
leaved) ing edge of ax9orx8 Tag/ C0000h- =
LCLK after Dirty RAM) C7FFFhis 1.
EADS# asser- 5 cacheable in. -
tion) - L1ornot.
0 = Cacheable
1 = Non-Cache-
- able
(1) Fora master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycies are not done until there is a cache .
line miss (i.e., line comparator not activated for accesses within the same cache line).
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4464 DRAM Refresh Logic

The Viper-MAX Chipset supports the following types of
refresh schemes:

¢ Normal refresh

¢ Hidden refresh

» Self refresh

During normal refresh, the CPU bus is put on HOLD and the
DRAM bus is refreshed. This is the default condition at
power-up.

In hidden refresh, once the REFRESH# input is received
from the 82C568, the DRAM will be refreshed in the back-
ground while the CPU is accessing the internal cache. Hid-
den refresh is performed independently of the CPU and does
not suffer from the performance restriction of losing proces-
sor bandwidth by forcing the CPU into its hold state. Since
hidden refresh delivers higher system performance, it is rec-
ommended over normal refresh as long as the CPU does not
try to access local memory or the ISA bus during a hidden
refresh cycle, refresh will be transparent to the CPU. The
CPU can continue to execute from its internal and secondary
- caches as well as execute internal instructions during hidden
refresh without any loss in performance due to refresh arbi-
- tration. If a local memory or ISA bus access is required during
a hidden refresh cycle, wait states will be added to the CPU
cycle until the resource becomes available. Hidden refresh -
also separates refreshing of the ISA bus and local DRAM.

e S,

In self refresh mode, the external REFRESH# input from the
82C568 is not used. The 82C567 generates an internal
refresh input from the system frequency and does a refresh in
the background when the DRAM bus is avaiiable. Table 4-35
shows the refresh logic associated register bits.

The DRAM controller arbitrates between CPU DRAM
accesses and DRAM refresh cycles, while the ISA bus con-
troller arbitrates between CPU accesses to the ISA bus, DMA
and |SA refresh. The ISA bus controller (the 82C568) asserts
the RFSH# and MEMR# commands and outputs the refresh
address during ISA bus refresh cycles.

The 82C567 implements refresh cycles to the local DRAM
using CAS-before-RAS timing. The CAS-before-RAS refresh
uses less power than RAS-only refresh which is important
when dealing with large memory arrays. CAS-before-RAS
refresh is used for both normal and hidden refresh to DRAM
memory.

The periodic refresh request signal output, from the 82C568
that occurs every 15us, originates from the counter/timer of
the integrated 82C206. Requests for refresh cycles are gen-
erated by two sources: the counter/timer of the integrated
82C206 or 16-bit ISA masters that activate refresh when they
have bus ownership. These ISA masters must supply refresh
cycles because the refresh controller cannot preempt the bus
master to perform the necessary refresh cycles. 16-bit ISA
masters that hold the bus longer than 15us must supply
refresh-cycles.

Table 4-35 Refresh Logic Register Bits
7 6 l 5 L 4 i 2 1 0
SYSCFG 12h Refresh Control Register Default = 00h
REFRESH# Reserved: Suspend mode refresh: Slow refresh: LA[23:17] Reserved:
pulse source: | Must be written {00 = From CLK state machine Refresh on: enable from | pmyst be written
0 =From to 0. 01 = Self-refresh based on 32KHz |00 = Every REFRESH#/32KHz 8Fh during to 0.
82C568 or ISA anly falling edge refresh:
master is 10 = Nomal refresh based on 01 = Altemate REFRESH#/32KHz 0 = Disable
source of the 32KHz only falling edge 1 = Enable
REFRESH# 11 = Undefined 10 = One in four REFRESH#/
input 32KHz falling edge
1 =From 32kHz 11 = Every REFRESH#/32KHz
clock toggle
SYSCFG 27h Selt Refresh Timing Register Default = 00h
Reserved: Generate Fast NA# with Self refresh:
Must be written to 0. AHOLD at2nd L2 cache: 000 = Disable, use extemal refresh pin
T2on CPUsin- | 0 = Disable 001 = Reserved
gle write hit not 1 =Enable 010 = Reserved
dinty cycle: 011 = Reserved
0 = Disable 100 = 66MHz external CPU clock
1 = Enable 101 = 60MHz external CPU clock
110 = 50MHz external CPU clock
111 = 40MHz extemal CPU clock
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4.4.7 DRAM DMA/Master Cycles

For DMA and master cycles, the DRAM controller operates
such that the MEMR# and MEMW# signals generate RASx#
synchronously. The generation of the DRAM column address
is then synchronized with LCLK. The synchronization can be
programmed to be 0.5 to 1.5 LCLKs and 1.0 to 2.0 LCLKSs.

e

82C566/82C567/82C568

write-back cache is enabled, wait states need to be added to
the DMA/master cycles. This is because the CPU can
request a primary cache castout (always a burst write to the
DRAMs) and only after the castout is completed can the
requested data from the DRAM be fetched.

Note: [SA 1 hich i |
The generation of CASx# is always one LCLK after the gen- ote masiers which ignore OCHRDY may not work
, when CPU write-back is enabled.
eration of the column address. The cycles can thus be com-
pleted without adding wait states. For cases when the CPU
Figure 4-25 ISA Master Synchronization
MEMR#
MEMWi## /
RASx# ’ /
W1 —-
MA(11:0] ) X
- W2
CASx# ' /
Wi =05t01.5and 1to2 LCLKs
W2 =1LCLK
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4.4.8

DRAM Hole Control

The Viper-MAX Chipset allows system “holes” in DRAM, to
which accesses can go to the PCI bus. DRAM holes can be

set through SYSCFG 09h[7:0], 0Ch{3:0], 0Ah[7:0], 0Bh[7:0],
and 06h{7]. Table 4-36 shows these register bits.

Table 4-36 DRAM Hole Control Related Registers
7 6 5 4 3 2 1 0
SYSCFG 06h Shadow RAM Control Register 3 Default = 00h
DRAM hole | Wait state addi- C0000h- F000Ch- FOOOOh-FFFFFh EQ00Ch-EFFFFh
in system tion for PCl C7FFFh FFFFFh readAwrite control: read/write control:
memory from master cacheability: cacheability: |0 = Readmwrite PCI bus 00 = Read/write PCl bus
80000h- snooping: | ¢ = Not 0 = Not 01 = Read from DRAM / write to |01 = Read from DRAM / write to
9FFFFh:" | 0= Do notadd |Cacheable Cacheable PC! PCI
0=No hole in |awaitstatefor |1 =Cacheable |1=Cacheable |10 =Read from PCI/write to 10 = Read from PCI / write to
memory the cycle inL1andl2 [inLlandL2 DRAM DRAM
1 = Enable haole | @ccess finish to (L1 disabled by | (L1 disabledby |11 = Read/write DRAM 11 = Read/write DRAM
in memory do the snooping | SYSCFG SYSCFG If SYSCFG 04n{2] = 1, then the
1=Add await |08h{0}) 08h[0]) EOQ00h-EFFFFh read/write con-
state for the trol should have the same setting
cycle access to as this.
finish and then
do the snooping

(1) This setting gives the user the option to have some other device in the édd‘ress range 80000h-9FFFFh instead of system memory. When

bit 7 is set, the 82C567 will not start the system DRAM controller for accesses to this particular address range.-

SYSCFG 0%h

System Memory Function Register

Defauit = 00h

00 = 512KB
01=tMB

DRAM Hole B size:

10 =2MB
11=4MB

Address for this hole is specified .
in SYSCFG 0Bh{7:0] and 0Ch(3:2]| 11 = Enable hale in DRAM

DRAM Hole B control mode:

00 = Disabie

01=WTforL1and L2
10 = Non-cacheable for L1 and L2

DRAM Hole A size:

00 =512KB 10 = 2MB
01 =1MB 11 =4MB
Address for this hole is specified

DRAM Hole A control mode:
00 = Disable
01t =WTforL1and L2
10 = Non-cacheable for L1and L2
11 = Enable hoie in DRAM

in SYSCFG 0Ah[7:0] and 0Ch[1:0]

SYSCFG 0Ah

DRAM Hole A Address Decode Register 1

Defauit = 00h

DRAM Hole A starting address: These bits along with SYSCFG 0Ch[1:0] are used to specify the
starting address of DRAM Hole A. These bits, AST[7:0], map onto HA[26:19] lines.
SYSCFG 0Bh DRAM Hole B Address Decode Register 2 Defauit = 00h

DRAM Hole B starting address: These bits along with SYSCFG 0Ch(3:2] are used to specify the
starting address of DRAM Hole A. These bits, BST{7:0], map onto HA[26:19] lines.
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4.5 PCI Bus Interface

The Viper-MAX Chipset supports up to five PCl bus masters.
Both synchronous and asynchronous modes of operation of
the PC! bus, with respect to the CPU, are supported. The
Viper-MAX Chipset supports a 32-bit PC| implementation and
supports PCl bus operating frequencies up to 33MHz. The
PCI local bus controller is present in the 82C567 and the PCi
data bus buffering is done within the 82C566. The 82C568
also functions as the PCl-to-ISA expansion bridge and per-
forms the required data path conversion between the 32-bit
PC! bus and the 8/16-bit ISA bus.

4.5.1 PCI Master Cycles
A PCIl master is always allowed to access the system mem-
ory and system {/O spaces. Refer to Table 4-37.

82C566/82C567/82C568

4511 System Memory Access

The PCl master asserts FRAME# and puts out the address
on the AD[31:0] bus. The 82C567 decodes that address and
asserts LMEM# to the 82C568 if the access is to system
memory. The 82C568 then provides the data path to the PCI
master to access system memory. If the access is to the sys-
tem memory space, then the 82C567 acts as the PCI slave
and it generates the appropriate control signals to snoop the
L1 cache for every access, or for every access to a new line
(if the line comparator is enabled). The 82C566 performs the
data steering and latching based on the control information
received from the 82C567 over the MDOE# HDOE#
MMDOE# DBCOE# and the DLE[1:0]# lines.

Table 4-10 and Table 4-11 (on page 76) describe the
sequence of events that take place during a master
read/write cycle from/to system memory. Listed below is the

data flow path for all such accesses by a PCl master.

Table 4-37 PCIl Master Access Bits

7 6 5 4 3 2 1 0
PCIDV0 04h Command Register - Low Byte Detauit = 07h
/ Address/data | PERR# output Reserved: Memory writé: | Special cycles Bus master Memory I/O access _|.

stepping (RO): pin: Must be written and invalidate (RO): operations access (RO): (RO): .. "
i ; cycle genera- ~ (RO): b g
0 = Disable 0 = Disable 1o 0. on (RO)- Must =0 Must = 1 Must=1
(atways) (always) tion (RO): (always) Must = 1 (always) (always)
Must = 0 The 82C567 (always) The 82C567 | The 82C567
(always) does not This allows the | allows a PCl allows a PCl
No memory respond to the | 82C567 to per- bus master bus master:l/O
write and invali- PCl special |formbus master | access to mem- | access at any
date cycles will cycle. operations at | ory atanytime. time.
be generated by any time. (Default = 1) (Defauit = 1)
the 82C567. (Default = 1)

T T " N g " T e o - Y
PCIDV1 04h Command Register - Low Byte Default = 07h
Address/data PERR# Reserved: Memory write | Speciai cycles: Bus master Memory /O access

stepping (RO): output pin: Must be written | and invalidate 0 = Disable operations: access (RO): (RO):
0 = Disable 0 = Disable 0 0. cycle 9;'(‘39?' 1= Enable 0 = Disable Must = 1 Must = 1
(always) 1= Enable tion (RO): The 82C568 1 = Enable (aiways) (always)
MLI’S' =0 respondsto | PClcycle gen- | The 82C568 | The 82C568
(always) Stop Grant spe-| eration during allows a PCli allows a PCI
No memory cial cycle. DMA/ISA mas- bus master bus master 1/0
write and invali- ter may be dis- | access to mem- | access at any
date cycles will abled by this bit. | ory atanytime. time.
be generated by (Default=1) | (Default=1) | (Default=1)
the 82C568.
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L .
4.5.1.2 PC!I Data Movement through 82C566 Buffers to-DRAM and DRAM-to-PCl data movement through the data
Figures 4-26 and 4-27 are block diagrams that highlight PCI- buffers of the 82C566.
Figure 4-26 4-Level Deep Ping-Pong PC! Buffer During PCI Master Write Cycles
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4513  X-1-1-1 Support on PC| Master Cycles

During PCI master read and write burst cycles into DRAM,
the Viper-MAX Chipset has the capability to do X-1-1-1
cycles on the PCl bus. This increases the PCl bandwidth
over 100MB/sec. With the pre-snoop feature of the Viper-
MAX, a PCl master can sustain bursting to DRAM till a 4K
page boundary is reached.

PCl-to-DRAM

PCI data from the AD bus is driven to the MMD bus via the
82C568 during data transfer phases. 32-bit MMD data from
the PCI bus is posted into one of the 4-level deep ping-pong
PCl-to-DRAM buffer. Using DLE 1#, one set of 64-bit data will
be output onto the MD bus and will be written into DRAM. On

every PCI clock edge, PCI data will travel through the pipe-
line into the DRAM, hence achieving a X-1-1-1 throughput on
the PC! bus.

DRAM-to-PCI

During PCI master read cycles, 64-bit data from DRAM is
latched by one of the two 64-bit DRAM latch sets and 32-bit
PCI data is output to the MMD bus on every PCI cycle. While
this transfer is proceeding, the next 64-bit data will be read
and latched into the second 64-bit DRAM latch and the cycle
repeats. On every PCl clock edge, the data will travel through
this pipeline into the PCl bus from DRAM, hence achieving a
X-1-1-1 throughput on the PCl bus.

Figure 4-28 X-1-1-1 PC| Master Read Cycle
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Figure 4-29 X-1-1-1 PCI Master Write Cycle
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4.5.1.4 Non-Local Memory Access

The PCl master asserts FRAME# and outputs the address on
AD[31:0]. if the access is not to the system memory area, the
82C567 does not assert LMEM# to the 82C568.

All other PCI slaves have up to three PCI CLKs after the start
of the PCl cycle to assert DEVSEL#. All read/write access
from/to PC! slaves is done directly over AD[31:0].

If no PC! slave responds within three PCI CLKSs after the start
of the cycle, then the 82C568 starts an ISA cycle. For a read
access from the ISA bus, the ISA device outputs the data on
SD{15:0] or SD[7:0], depending on whether it is a 16- or 8-bit
slave. The 82C568 latches this data and then performs the
appropriate data bus conversions and steering (based on the
IOCS16#, MEMCS16#, SBHE# signals) and puts the data
out on AD[31:0]. For a write access to the ISA bus, the PCI
master puts out the data on AD[31:0]. The 82C568 latches
this data and then performs the appropriate data bus conver-

sions and steering (based on the |0CS16# MEMCS16#
SBHE# signals) and outputs the data on SD[15:0] or SD[7:0],
depending on whether itis a 16- or 8-bit slave.

45.1.5  PCl Master Pre-Snoop

Pre-snooping is a technique with the aid of which a PCl mas-
ter can sustain bursting to the local memory fill a 4K page
boundary is reached. If pre-snooping is enabled, then on the
first TRDY # of the PCI master cycle, the state machine within
the 82C567 increments the HA[12:5] address lines by one
and asserts EADS# to the CPU after that. By this time, the
earlier cache address would have been latched by HACALE.
If the CPU responds with a HITM#, then the current PCl mas-
ter cycle will be terminated at the cache line boundary to
allow the write-back cycle to occur. Enabling pre-snooping
allows the Viper-MAX Chipset to continue bursting past a
cache line boundary. Table 4-38 shows the register bits asso-
ciated with the pre-snoop feature.

Table 4-38 Pre-Snoop Control Register Bits
7 6 5 4 3 2 1 0
SYSCFG 0Dh Clock Control Register Default = 00h
Reserved: Enable Add one more Give the CPU clock is
Must be written to 0. A000ONh- wait state dur- | 82C567 control | slowed down fo
BFFFFh ing PCl master | of the PCl bus | below 33MHz:
as system cycle with Intel- | on STOP# gen- .0 = No
memory: type address eration after 1=Yes
0=No toggling!: HITM# is active: -
1=Yes 0 =No 0=No
1=Yes 1=Yes®

(1) if the PCl master does its address taggling in the style of the Intel 486 burst, rather than a linear burst mode style, then one wait state
needs to be added.
(2) The 82C567 has control over the PCl bus until the write-back is completed. If PCI master pre-snoop has been enabled (SYSCFG

OFh{7] = 1), 0Dh{1] should be set to 1.

T

SYSCFG 0Fh

PCl Master Burst Control Register 2

Defauit = 00h

PCI pre-snoop: Insert wait Reserved: Resynchronize | New mode of CPUtoL2 Write pulse Cache size

0 = Disable states for ISA | Must be written PCl master single cycle cache hit duration control selection:

1 = Enable(!) | master access: 10 0. accesses o NA#: cycles, ASDC# | for operation This bitalong
0=No system DRAM: | ¢ = Disable generation with async with SYSCFG
1=Yes 0=No 1 =Enable from chipset: SRAM: 02h[1:0]

1=Yes? 0 = Enabie This bitis used | defines the L2
1 = Disablet® | when the write cache size.
cycle takes the 0=< 1MB
form of 3-X-X-X. 1=31MB
0=1CPUCLK
1= CPUCLK/2
plus the delay
of an infemal
delay line

(1) The 82C567 generates a pre-snoop cycle to the CPU assuming that the PCI master will do a burst.
(2) M bit4=1insync SRAM mode, PC| master access to system memory will force the master to wait for the current cycle to finish and the
CPU-PCI clock to become sync. This is a conservative mode.

(3) SYSCFG 0Fh[2] needs to be set if pipelined sync SRAMs are being used.
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Table 4-38 Pre-Snoop Control Register Bits (cont.)

7 l 6 | 5 I 4 | 3 2 1 0
SYSCFG 16h Dirty/Tag RAM Control Register Default = 00h
DIRTYI pin Reserved: Tag RAM size | Single write hit Pre-snoop Synchroniza- Reserved: HDOE#
selection:(1 Must be written selection:(@ leadoff cycle in control: tion between | must be written | timing control:

0 = Input only t0 0. 0 = 8-bit acombined | 0 =Pre-snoop | the PClbus to 0. 0 = Negated
1210 1 = 7-bit Dity/Tagimple- [ for starting clock (LCLK) normally
mentation:® | address0only | andthe CPU 1 = Negated

0 = 5cycles 1 =Pre-snoop | clock (CLK):(® ane clock
1= 4cycles forall 0=LCLK before the
addresses async to CLK cycle finishes
exceptthose | 4 .| cLk sync
on the line 10 CLK (skew
boundary not to exceed

-2ns to 15ns)

k.

(

) Wfusing a x1 SRAM for the Dirty RAM in which there is a separate Dirtyin and a separate DirtyQOut bit, then the DIRTY! pin becomes an
input only. If using a standard x8 or x9 SRAM, where there is no separate pin for input and output, then the DIRTY| pin becomes an /0

IRDY#

setting of this bit
has no effect.

asserted to the
CPU if deadlock
situation occurs

pin.
(2) Ifa 7-bit Tagis being used and a combined Tag/Dirty RAM is being used, then TAGO functions as the DIRTYIO signal. In this case, the
DIRTYI pin is unused.
(38) Ifbitdisset1, SYSCFG 22h[0] should be setto 1.
(4) Itshould be noted that LCLK could be async to CLK also. This bit therefore implies that the PCi clock is either sync fo the CPU clock with
a skew not to exceed -2ns to 15ns, or that the PCI clock is async to the CPU clock.
SYSCFG 1Eh BOFF# Contro! Register
PCl master Reserved: Retry PCl pre- | BOFF# genera- Deadlock Reserved: When set o 1, Reserved:
read cycle: Must be written | Snoop HITM# tion if the PCI situation:(! Must be written | PClbursting will | pust be written
0 = Wait for to1. cycle: retry cycleisin | 5 _ ng way to to 1. be disabled if to 0.
JIRDY# to be 0 = Disable A0000h- avert deadlock BE[7:4}# and/or
assened before 1 = Enable BFFFFhrange: | qivation if the BE[3:0]# are not
asserting 0 = Notgener- | write posting all 0.
TRDY# atediftbit3=1 1! pufferon the
1 = Generate 1 = Generated if PCl-to-PCl
TROY # when bit3 =1 bridge has been
checking for 1f bit 3 is not set enabled
the status of to 1, then the 1 =BOFF#is

1

In a situation where there is a PCl-to-PCl bridge in a system and that bridge supports write posting, the following deadlock condition can
occur. The bridge posts data from a master on the secondary PCl bus into its FIFO. If at the same time the 82C567 is accessing the

bridge as a target, then the bridge will tell the B2C567 to retry its request after it has serviced out its FIFO. This will result in a deadlock
situation. Bit 3 needs to be set to 1if a DEC 21050 PCl-to-PCI bridge (or a similar chip) is being used.
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45.2 PClSlave Cycles

45.21 CPU Master Cycles

Any CPU cycle that is not an access to the system memory
area, the 82C567 translates that cycle to a PCl cycle and
asserts FRAME# on the PCI bus. All PC! slaves have up to
three PCI CLKs after the start of the cycle within which to
assert DEVSEL# The data flow path would be similar to the
ones described in the previous section.

45.2.2 PCl Byte/Word Merge

This feature, if turned on, allows successive 8-/16-bit writes
from the CPU to a PClI slave, to be merged into a 32-bit entity
and then sent out to the PCl slave. Byte/word merge is con-
trolled by MDLE# and IRDY# from the 82C567. The number
of MDLE# pulses sent out by the 82C567 before it asserts
IRDY# determines how much data was sent out with each

pulse. There is one additional control provided (in SYSCFG
00h([2:1]} for the byte/word merge implementation. This set-
ting determines the maximum time difference within which
consecutive PCI bytes/words could be merged.

To enable the byte/word merge feature, PCIDV1 4Eh(3],
PCIDV1 4Eh[1], SYSCFG 17h{2], and SYSCFG 00h{4:3]
should be set to 1. Refer to Table 4-39 for information on
these register bits.

4.5.2.3 ISA Master Cycles

If the ISA master cycle is not a system memory access, then
the 82C568 becomes the initiator and commences a PCI
cycle. The data flow path for an ISA master to a PCI slave
access is between the SD[15:0/SD[7:0] lines and the
AD[31:0] lines. The 82C568 handles all the data bus conver-
sion and steering logic.

Table 4-39 Byte/Word Merge Feature Register Bits
7 6 5 r 4 3 2 1 0
PCIDV1 4Eh Miscellanecus Controi Register - Low Byte S Defauit = 00h
Reserved: Pipelining with EOP Byte ISA master
Must be written to 0. byte merge: configuration: merging: data swap;_
0 = Disable 0 = Qutput 0 = Disable 0 = Enable
1 =Enable 1 = Input 1 =Enabl 1 = Disable
Eyumen - K R N R e S gt Y T g i)
SYSCFG 17h PC! Cycle Control Register 2 Detault = 00h
Reserved: Generate NA# | Sync two bank Reserved: Reserved: Pipelining Sync SRAM Burst type: -
Must be written | for PCl slave select: Must be Must be during byte Cype (i | 0 ='Intel burst:
to G. access in 0=Reserved | writterito 0. written to 0. merge: SYSCFG protocol
async LCLK | 1 = Set this bit 0 = Disable 1Bl =1): |1 =Cyrix linear
mode: to 1 when two 1= Enable 0 = Standard | burst protocol
0 =No banks of sync 1 = Pipelined
1=Yes SRAM are
This bit will be installed
overridden if bit
7 is set.
SYSCFG 00h Byte Merge/Prefetch & Sony Cache Module Control Register(" Default = 00h
Enabie pipelin- | Video memory [ Sony SONIC- Byte/word ByteAvord Time-out counter for Enable intemal
ing of single byte/word read | 2WP support | merge support: | merging with byte/word merge: hold requests
CPU cycles to | prefetch enable: enable:@) 0 = Disable CPU pipelining | This setting determines the maxi- | 10 be blocked
memory: This setting 0 = No Sony 1 = Enable (NA# genera- mum time difference between | while perform-
0 = Disable enables/dis- SONIC-2WP tion) support: | two consecutive PCl byteword | ing Dyte merge:
1 = Enable ables the installed 0 = Disable writes to allow merging. 0 = Disable
prefetching of 1= Sony 1= Enable 00 = 4 CPU CLKs 1= Enable
bytesAvords/fro | SONIC-2WP 01 = 8 CPU CLKs
m PCl video installed 10 = 12 CPU CLKs
memory by the 11 = 16 CPU CLKs
CPU.
0 = Disable
1 = Enable
(1) SYSCFG 13n{7]) must be set to 1 in order for this register to be mapped cormectly (full memory decode).
(2) Ifbit 5 is set, ensure that the L2 cache has been disabled (i.e., set SYSCFG 02h{3:2] = 00).

912-2000-014
Revision: 3.0

I 9004196 0002713 250 mm

Page 115



82C566/82C567/82C568

Figure 4-30 CPU 32-Bit Read from PCl
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Figure 4-31 CPU 32-Bit Write to PCI
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Figure 4-32 CPU 64-Bit Read from PCI
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Figure 4-33 ISA Master Read from PCI
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Figure 4-34 ISA Master Write to PCI!
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Figure 4-35 ISA Master Read from ISA Slave
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Figure 4-36 ISA Master Write to ISA Slave
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46 UMA Support

The Viper-MAX Chipset supports a new memory architecture
called Unified Memory Architecture (UMA). Under this new
architecture, the graphics/video accelerator device will use a
part of system memory as its frame buffer. This will eliminate
the need for separate graphics DRAM to enable a memory
cost savings of TMB DRAM or more.

Under the UMA specification, the memory bus will be shared
between the Host Memory Controller (82C567) and the VGA
chip (hereafter referred to as GUI, graphical user interface).
"OPTi has defined a simple, but efficient, interface between
the two. The resulting protocol is described in this section. A
typical system block diagram with a UMA interface scheme is
shown in Figure 4-37.

4.6.1 Types of Memories Supported

The interface will support fast page mode DRAM and EDO
DRAMs at present. To minimize performance degradation to
lowest leveis, EDO DRAM (60/70ns) running at two clocks

CAS cycle time at 66MHz is recommended. The shared
memory will be mapped at the top of system memory and
sometimes even beyond (making it noncontiguous into the
system memory). The 82C567 will be responsible for refresh.

4.6.2 Control Signals

The following signals are shared by the 82C567 and GUl in a
system based on UMA.

* RASO#
- Active low row address strobe for the shared memory

Bank 0.
*« CAS[7.0]#
-~ Active low column address strobes, one for each byte
lane.
* DWE#
- Active low write enable.

Figure 4-37 UMA Interface System Block Diagram
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4.6.3 Information Signals
To support up to 4MB GUI accessible space, the following
memory address multiplexing scheme is specified.

* MA[9:0] or MA[10:0] (as per Tables 4-40 and 4-41)
- Multipiexed memory address

* MDI[63:0]

- 64-bit bidirectional memory data.

4.6.4

memory bank allocated to it.

e ]

Physical Memory Allocation Strategy

Figure 4-38 highlights the sharing of physical memory space
between the 82C567 and GUI. The 82C567 can access the
entire shared bank. The GUI can only access the top of the

Table 4-40 Memory Address Multiplexing for Symmetric and Asymmetric DRAMs “x9” and “x10”
Parameter MA9 MAs MA7 MAG MAS MA4 MA3 MA2 MA1 MAO
Column 1 A1 A10 A9 A8 A7 AB A5 A4 A3
Row A21 A20 A19 A18 A17 A16 A15 At4 A13 Al12

Table 4-41  Memory Address Multiplexing for Asymmetric DRAMs “x8”

Parameter | MA10 MA9 MAS8 MA7 MAé6 MA5S MA4 MA3 MA2 MA1 MAO
Column - - - A10 A9 A8 A7 A6 A5 Ad A3
Row A21 A1 A20 A19 A18 A17 - A16 A15 A14 A13 A12

Note: Memory address bit MA11 will not be connected to the GUI. MA10 and MA9 may be connected as per the tables above.
When the bus is granted to the GUI, it is the responsibility of the 82C567 to drive MA[11:9] high for one clock and then
tristate the output drivers. These address lines will need pull-up resistors to keep them high when they are not being

driven.

It less than 4MB frame buffer is used by the GUI, upper MA address lines should be driven high by the GUI during GUI
accesses.

Figure 4-38 Shared Memory Bank
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4.6.4.1 Memory Mapping in a UMA-based System

In a system with the following properties,

e TD = Total DRAM size

« UME = End of Shared Memory (a portion of DRAM is
remapped here)

¢ UMSZ = Size of Shared memory

+ LFB = Linear Frame Buffer

the memory space, as viewed by different devices, is shown

in Table 4-42.

The UME is programmable to take any value at integer multi-
ples of 128MB (A[31:27] are programmable). The power-up
default is 40000000h. This programmability allows the LFB to
be located in any area the video BIOS/driver prefers. It is rec-
ommended that the area chosen >= 40000000h (1GB) in the
CPU address space because:

- This allows the LFB always to be located at the same
address as this is above the maximum host system
memory address (768MB).

- This allows system software that does its own mem-
ory sizing not to confuse LFB memory with host sys-
tem memory.

UMSZ is programmabile to be 0.5M, 1M, 2M or 4M.

The GUI may optionally map the LFB area dually for CPU .
access to go through GUI to the same physical memory.
Such an area can be chosen from any area that is mapped in
the PCI space by the 82C567. Assuming that area is located
at NLFB (NLFB >= UME), then the system memory map is as
shown in Table 4-43.

Table 4-42 Memory Space
CPU Address 82C567 GUul
00000h to 9FFFFh DRAM X
AQ000h to BFFFFh PCi VGA frame buffer

C0000h to C7FFFh

PCI/DRAM (ROM shadow)

. GUI BIOS

C8000h to FFFFFh

PCI/DRAM (ROM shadow)

g

X T

100000h to (TD-UMSZ) DRAM X
(TD-UMSZ) to (UME-UMSZ) PC! xl
(UME-UMSZ) to UME PCI/DRAM (remapped) Linear frame buffer
UME to FFFBFFFFh PCI X
FFFCO0O000h to FFFC7FFFh PCI

FFFC8000h to FFFFFFFFh

PCI (high ROM)

Table 4-43 Memory Map with NLFB>= UME
CPU Address 82C567 GUl
00000h to 9FFFFh DRAM X
AQ000h to BFFFFh PCI VGA frame buffer

C0000h to C7FFFh

PCI/DRAM (ROM shadow)

GU! BIOS

C8000h to FFFFFh

PCI/DRAM (ROM shadow)

X

100000h to (TD-UMSZ) DRAM X
(TD-UMS2Z) to (UME-UMSZ) PCI X
(UME-UMSZ) to UME PCI/DRAM (remapped) Linear frame buffer
UME to NLFB PCI X

NLFB to (NLFB+UMSZ) PCI Alternate frame buffer
(NLFB+UMSZ) to FFFBFFFFh PCi X
FFFC0000h to FFFC7FFFh PCi

FFFC8000h to FFFFFFFFh

PCI (high ROM)
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Example * Size of Shared memory = 100000h (UMSZ = 1MB: pro-
* Total DRAM size = 800000h (TD = 8MB: programmed in grammed in 82C567 and GUI)
82C567 register)

* Alternate Frame Buffer = 80000000h (NLFB = 2GB: pro-
* End of Shared Memory = 80000000h (UME = 2GB: pro- grammed in GUI)

grammed in 82C567 and GUI)

Table 4-44  System Memory Map Example

CPU Address 82C567 Gui
00000h to 9FFFFh DRAM X
A0000h to BFFFFh PCI VGA frame buffer
C0000h to C7FFFh PCI/DRAM (ROM shadow) GUI BIOS
C8000h to FFFFFh PCI/DRAM {(ROM shadow) X
1MB to 7MB DRAM X
7MB to 7FEFFFFFh PCi X
- 7FF0000CH to 2GB PCI/DRAM Linear frame buffer
2GB to 800FFFFFh PCI Alternate frame buffer
' 80100000h to FFFBFFFFh PCI X
FFFC0000h to FFFC7FFFh PCI
- FFFC8000h to FFFFFFFFh PCI (high-ROM) X

-Note:. TD needs to be programmed only in the 82C567. UME and UMSZ needs to be programmec to match values both in the

82C567 and GUI. NLFB needs to be programmed only in the GUI.

. Table 4-45 UMA/GUI Associated Register Control Bits
7 6 5 4 3 2 1 0
SYSCFG 23h Pre-Snoop Control Register Default = 00h
Generate inter- Bank 0 is Pre-snoop for Pre-snoop for Reserved: Reserved: Twao clock Reserved:
nal BREAK selected as first PCI X-1-1-1 PCI X-1-1-1 Must be written | Must be written MREQ# hlgh Must be written
signal during or last bank: | write invalidate: | read multipie to 0. to 1. extention by to 0.
master access- | ¢ = First bank 0 = Disable and read line: additional two
ing of local 1 = Last bank 1 = Enable 0 = Disable clocks:
memory 1 = Enable 0 = Disable
cycle:h 1 = Enable
0 = Old Mode Note: Set this
1 = New Mode bitto 1in UMA
systems

(1) Old Mode conditions: Sync SRAM, starting address AD[4:2] not = 000 or non-linear mode, master L2 cache write-through

New Mode conditions: Sync SRAM, starting address AD[4:2] not = 000 or non-linear mode, master L2 cache write-through, L2 cache hit

v g

SYSCFG 25h GUI Memory Location Register Default = 00h

GUI memory location: A[31:27]

UMA size:

0 = Decided by
SYSCFG
26h{5:4]

1=05MBif
SYSCFG
26h[5:41= 00

Reserved:
Must be written to 0.
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Table 4-45 UMA/GUI Associated Register Control Bits (cont.)
7 | 6 5 a ] 2 |
s § i S 0 e R L o R AR R S LA it S e A e S AR
SYSCFG 26h UMA Controi Register Defauit = 00h
ISA master to ISA SA GUI memory size: 5-2-2-2 EDO |00 = Normal UMA suppan:
DRAM c_:ycte address latch: 00 = 1MB QHAM read im- [ 01 = For low priofity GUI request, 0 = Disable
CASwidth: | 0=3SAlatchis 01 =2MB ing at 66MHz: 82C567 will wait for two 1'= Enable
0 = Controlled | always trans- 10 = 3MB 0 = Disable more CLKs
by ISA R/W parent (pass- 11=4MB 1=Enable |11=guUlis always at high priority
command through)
pulse width | 1= SA latchis | For 0.5MB size, set these bits to
1=2LCLKs [onforretryonly. | 00 and SYSCFG 25h[2] = 1.
(When the first
CPU/ISA cycle
is retried, the
SA address will
be latched.)

ster

SYSCFG 2Ah Buffer Size Regi Default = 00h
Reserved: Time-out selection when there is PCI TRDY# | Write burst with | Read burst with | PCl-to-DRAM deep buffer size:
Must be written | @ GUI request during PCI master | wait state con- PCI-DRAM PCI-DRAM 00 = 16 dword
o 0. read cycles: trol with PCI- deep buffer: deep buffer: 01 = 24 dword
00 = Always FP mode, grant DRAM deep 0 = Disable 0 = Disable 10 = Reserved
DRAM bus to GUI ASAP buffer: 1 = Enable 1 = Enable 11 = Reserved  _
01 = Select SDRAM or EDO time- | O = Zero wait ¥
out depending on cument state (X-1-1-1) o
bank information 1 = One wait
1X = Select FP mode, SDRAM, or | State (X-2-2-2) 3
EDO depending on current ;
bank information
SYSCFG 2Fh CAS Address Setup Time Control Register Default =00h
Column Reserved: Generation of Reserved:
address to Must be written to 0. NA# during Must be written to 0.
CAS delay for CPU accesses
page miss o non-shared
cycles: DRAM bank
0 = Default when GUI has
1=1CLK the memory
bus:
0 = Enable
1 = Disable
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4.6.4.2 82C567-GUI DRAM Bus Arbitration Protocol
The GUI will arbitrate with the 82C567 for access to the
shared memory through a two signal arbitration scheme.
MREQ# is a signal driven by the GUI to the 82C567 and
MGNT# is a signal driven by the 82C567 to the GUI. MREQ#
and MGNT# are both active low signais which are driven and
sampled synchronous to the Host-CPU clock (50, 60, or
66MHz) common to both the 82C567 and GUI. It is recom-
mended that this interface be used with a bus frequency of
60MHz or higher.

The default owner will be the 82C567 and ownership will be
transferred to the GUI upon demand. The GUI will return
ownership to the 82C567 upon completion of its activities.

There are two signals establishing the communication proto-
col between the 82C567 and GUI. The MREQ# signal is
driven by the GUI to the 82C567 and MGNT# is driven by the
82C567 to the GUI. The interface bus state machine will have
five states:

* HOST State
- The bus is with the 82C567 and no bus request from the
GULl is pending.

LPR State

- The bus is with.the 82C567 and a low. priority bus .. .. ...

request from the GUI is pending.

HPR State

- The bus is with the 82C567 and a bus request that was
pending has become a high priority bus request pend-
ing. PR

+ GNTD State

- The bus is with the GUI.

¢ PRMT State

- The bus is with the GUI, however, the 82C567 has a
preemption request pending.

DRAM Bus Arbitration Rules

1. The GU! asserts MREQ# to generate a low priority
request and keeps it asserted until the GUI obtains own-
ership of the bus through the assertion of MGNT#
unless the GUI wants to either raise a high priority
request or raise the priority of an already pending low pri-
ority request. In the later case,

a. if MGNT# is sampled asserted the GU! will not
deassert MREQ#. Instead, the GUI will gain bus
ownership and maintain MREQ# asserted until it
wants to relinquish the bus.

b. it MGNT# is sampled deasserted, the GUI will deas-
sert MREQ# for one clock and assert it again irre-
spective of status of MGNT#. After reassertion, the
GU! wilt keep MREQ# asserted until bus ownership
is transferred to the GU! through assertion of
MGNT# signal.

The GUI may assert MREQ# only for the purpose of
accessing the unified memory area. Once asserted,
MREQ# should not be deasserted before MGNT#
assertion for any reason other than raising the prior-
ity of the request (i.e., low to high). No speculative
request and request abortion is permitted. If MREQ#
is deasserted to raise the priority, it should be reas-
serted in the next clock and kept asserted untii
MGNT# is sampled asserted. If unconditional
MREQ# deassertion is permitted, the 82C567 will
have severe performance impact because of fre-
quent page miss penalties.

2. Once MGNT# is sampled asserted by the GUI, it gains

and retains bus ownership until MREQ# is deasserted.

3. If the GUI is over with its required transaction(s) before

the 82C567 needs the bus again it will deassert MREQ#
In response to this, MGNT# will be deasserted in the
next clock edge to change bus ownership back to the
82C567.

4. In case the 82C567 needs the bus before the GUI

releases the bus on its own, it will deassert MGNT# to
signal a preemption request to the GUI. But the GUI still
retains ownership of the bus until it deasserts MREQ#

When the GUI deasserts MREQ# to transfer bus owner-
ship back to 82C567, either on its own or because of a
preemption request, it should keep MREQ# deasserted
for at least two clocks of recovery time before asserting it
again to raise a request.

The shared signals are all driven by the 82C567 when it
is the owner of the bus.

If GUI requests the bus, the 82C567 asserts MGNT# to
relinquish bus ownership and at the same clock edge
tristates all the shared signals. The 82C567 will ensure
that MA[11:9], CAS[7:0}#,and DWE# are driven high for
a minimum of one clock and RAS# is driven high for a
minimum of two clocks before tristating them.

The GUI starts driving all the shared signais at the clock
edge where MGNT# is first sampled asserted in
response to a bus request. The 82C567 guarantees one
clock of switch-over time from the 82C567 to GUI. Here-
after, the GUI drives the shared signals as long as
MREQ# is asserted. At the end of its activities, the GUI
deasserts MREQ# to relinquish bus ownership and
tristates the shared signals at the same clock edge.

The GUI will ensure that RAS# CAS[7:0}# and DWE#
are driven high for a minimum of one clock before tristat-
ing them. The 82C567 starts driving the shared signals
at the clock edge where MREQ# is sampled deasserted
to indicate a bus release. Thereby, the GUI guarantees
one clock of switch over time from the GUI to 82C567.
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46.43  Advantage of Driving RAS# High for Two
Clocks

The earliest the GUI can drive RAS# low to start a cycle is
two clocks after MGNT# is asserted to release the bus to the
GUL. So if the 82C567 provides for a minimum of two clock
high time on RAS# prior to tristating the outputs and releasing
the bus to the GUI, the 82C567 is able to ensure a four clock
RAS-precharge time without the GUI bothering about RAS-
precharge at the time of bus release to the GUI. Moreover if

the Host had not been accessing the shared bank immedi-
ately before release of the bus, the 82C567 does not need to
wait any extra clocks before releasing the bus to the GUI.
Hence saving some clock latency in the arbitration.

46.44  Bus Waveform Sample Diagrams
The following diagrams are samples of bus waveforms in dif-
ferent scenarios.

Figure 4-39 Case 1

CLOCK 7/ /TS T S T\ ST

MREQ# —  \ /

MGNT# \ /

SHARE | B2C567 b GUl ), 4 85C567 ]
STATE | HOST X o X GRTD X HOST ]

A. Low priority request and immediate bus release to the GUI.

CLOCK 7 \__/ \_/  \ /T A\ /N /A VRN /T A\ /T A
MREQ# — /

MGNT# \ /

SHARE [ BECEe7 L elt] @ 20567 =]
STATE [ HOST X LA X GNTD XC HOST ]

B. Low priority request and immediate bus release to the GUI with preemption where removal
of MGNT# and removal of MREQ# coincides.

CLOCK 77—\ __/ \ /N /T N\ ST N/ /N TN /[
MREQ# — 1\ /

MGNT# ./

SHARE | 820567 YR [elv]] Yy e 820567 ]
STATE [ HOST X 1FR XGNID X PEMT X HOST ]

C. Low priority request and immediate bus release to the GUI with preemption where MREQ#
is removed after the current transaction because of preemption.
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Figure 4-40 Case 2

CLOCK / \ / -/ '\ /N SN/ \ / \ / (A

MREQ# — U a

MGNT# \ /

SHARE | 820567 T GUl VT 820567 ]
STATE | HOST X PR X GNTD X HOST ]

A. Low priority request and delayed bus release to the GUI.

Figure 4-41 Case 3

CLOCK / \ / \ / \ SNS \ / \ / \ / \ /N /S

MREQ# — N~/ N\ ] /

MGNT# \ ) A—
SHARE | BEC567 I GUl
STATE | HOST _X__LPR X GNTE X HOST, ]

A. High priority request and immediate bus release to the GUI.

CLOCK ™ \__/~\__ /" /—\_ /" /™ /S

MREQ# — /T \ /
MGNT# \ /
SHARE | 82C567 MR QUL ) GEwvAEE|
STATE L HOST. XLPR XC GNTD X___HOST ]

B. High priority request and immediate bus release to the GUI with preemption
where MGNT# and MREQ# removal coincides.

CLOCK 4 \ / \ / \ / \ / \ /N / \ / \ / \ /

MREQ# e/ /

MGNT# | O 4

SHARE | ok YA GUT y  GEE-vienyAm
STATE { HOST X 1PR (CGNTD ) PAMT X__HOST ]

C. High priority request and immediate bus release to the GUI with preemption where MREQ# is
removed after the current transaction because of preemption.
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Figure 4-42 Case 4

CLOCK M\ /T / /T /I

MREQ# — N/ T\ /

MGNT# ™\ —
SHARE | 820587 » 1] N 2Tt )
STATE [ HOST X PB____X__HFR X GNID. ¥ HOST ]

A. High priority request and one clock delayed bus release to the GUI.

CLOCK /M \_ /™ N /T _ T T T\ T ST

MREQ# —\____/—\ /
MGNT# e/ '

SHARE [ ECERT N, e e
STATE [ HOST X TPR X TR X GNID X~ HOST ]

B. High priority request and one clock delayed bus release to the GUI with preemption where
MREQ# and MGNT# removal does not coincides.

Figure 4-43 Case 5

CL—OCK/\/\/\/L/\f\/\/\/\’5/__

MREQ# —  \____ [/ \ /

MGNT# \ /A
SHARE | 82C567 f Gul
STATE | HOST | ST ¢ HPR X GNTD X_nost ]

A. High priority request and delayed bus release to the GUI.
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4.7 ISA Bus Interface

The ISA bus state machine gains control when the decoding
logic of the 82C568 detects that no PCl device has claimed
the cycle. It monitors status signals MEMCS16#4, I0CS16#,
and IOCHRDY, and performs the necessary synchronization
of control and status signals between the ISA bus and the
microprocessor. The Viper-MAX Chipset supports 8- and 16-
bit memory and |/O devices located on the ISA bus.

An ISA bus cycle is initiated by asserting BALE in ISA-TS1
state. On the trailing edge of BALE, M16# is sampled for a
memory cycle to determine the bus size. it then enters ISA-
TC state and provides the command signal. For an /O cycle,
1016# is sampled after the trailing edge of ALE until the end
of the command. The command cycle is extended when
IOCHRDY is detected inactive. Upon expiration of the wait
states, the ISA state machine terminates itself and passes an
internal READY to the CPU state machine to output a syn-
chronous BRDY# to the CPU. The ISA bus state machine
also routes data and address when an ISA bus. master or
DMA controller accesses system memory.

The delay between back-to-back ISA cycles is programmable
and can be configured by programming PCIDV1 43h({3:2].
See Table 4-46. co

4.8 XD Bus Interface

The XD bus is an 8-bit utility that is used to access the 8-bit
keyboard controller, BIOS ROM, real-time clock, and non-vol-
atile RAM (NVRAM). The XDIR output signal from the
82C568 is used for the XD bus data buffer direction control. A
1 indicates data transfer from the SD bus to the XD bus. Nor-
mally high, XDIR is low for the following conditions:

1) during BIOS ROM accesses, when ROMCS# and
MEMR# are both active

2) during reads from I/O Ports 060h, 064h, 070h, and 071h

3) during read accesses from NVRAM

4.9 Bus Arbitration Logic

The 82C567 provides arbitration between the CPU, DMA
controller, ISA bus masters, PCI bus masters, and the refresh
logic. During DMA, ISA bus master cycles, PCl| bus master
cycles, and conventional refresh cycles, the 82C567 asserts
HOLD to the CPU. The CPU will respond to an active HOLD
signal by generating HLDA (after completing its current bus
cycle) and placing most of its output and I/O pins in a high
impedance state. After the CPU relinquishes the bus, the
82C567 responds by issuing REFRESH# (refresh cycle) or
AHOLD (PCl master, ISA bus master, or DMA cycle),
depending on the requesting device. During hidder: refresh,
HOLD remains negated and the CPU continues its current
program execution as long as it services internal requests or
achieves cache hits.

Table 4-46  Delay Back-to-Back ISA Cycle Register Bit
7 6 S 4 3 2 1 0
PCIDV1 43h Interrupt Edge/Level Control Register - High Byte Default = 00h
ISA IRQ14 ISA IRQ15 DMA/ISA mas- | Fixed/irotating Back-to-back PCl master ISA bus control
recognition recognition ter to preempt priority ISA O cycle delay: access to ISA signals for
control: control: PCi master: between FCl |0 = Delay by 3 ATCLKs devices: memory
To use IDE on | To use second- | O = Disable masters: 01 =Delay by 12 ATCLKs 0 = Enable access greater
the PCI bus, the | ary IDE on the 1 = Enable 0 = Rotating |10 = No delay 1 = Disable than 16M and
ISAIRQ14sig- | PCl bus, the 1=Fixed, |11 =Delayby 12 ATCLKs'" for /0 accesses
nal needs to be | ISA IRQ15 sig- priority greater than
blocked. nal needs to be sequence is 64K:
0 =1SA IRQ14 blocked. PREQO#, 0 = Enable
ishonored | 0=ISAIRQ15 PREQ1#, 1 = Disable
1=ISAIRQ14 | is honored PREQ2#
is ignored 1=ISAIRQ15
is ignored
(1) When bits [3:2] take on the combination of 11, all back-to-back cycles are delayed by 12 AT clocks. This is different from the combina-
tions of 00 and 01 because in the latter case, the delay will be inserted only when an /O access is followed by a second 1/O access with
no other type of access occurring in between (e.g., a memory access).
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Refresh cycles, DMA cycles, and master cycles are serviced
on a first in-first out (FIFQ) priority, but DRAM refresh
requests (REFRESH#) are internaily latched and serviced
immediately after the current DMA or master finishes its
request, if the refresh request was queued behind an ISA
DMA or master (HREQ) request. The 82C567 now requests
the CPU bus by asserting HOLD to the CPU. The CPU will
complete the ongoing cycle and when it gives up the CPU
bus, it will assert HLDA to the 82C567. The 82C567 will grant
the CPU bus to the PCl master, ISA DMA or master and
assert AHOLD. The HREQ signal must remain active to be
serviced if a refresh request comes first. DMA and bus mas-
ters share the same request pin; HREQ. To distinguish
between DMA and bus master requests during an active
AHOLD period, the AEN signal can be used to distinguish
between DMA and master cycles. If AEN is active, theniitis a
DMA cycle. When these signals are inactive, an external bus
master controls the system bus.

4.10 Data Bus Conversion/Data Path

Control Logic

Data bus conversion from the 64-bit CPU bus to the memory
bus is done by the 82C566 (based on control signals from the
82C567). The data bus conversion from the higher order MD
bus to the AD bus is done by the 82C568, and the conversion
to a 8/16-bit ISA bus is also done by the 82C568. The
82C567 converts the CPU byte enables BE[7:0# to address
A2 and four byte enable signals C/BE[3:0]#, for the PCI bus
and the 82C568. The 82C568 uses the C/BE[3:0]#, A2 and
the other ISA address (A[1:0], SBHE# and IOCS16#+

82C566/82C567/82C568

MEMCS16#) information to complete the 64-bit to 8/16-bit
data conversion for the ISA bus. The 82C568 performs data
bus conversion when the CPU accesses 16- or 8-bit devices
through 16- or 32-bit instructions. It also handles DMA and
ISA master cycles that transfer data between local DRAM or
cache memory and locations on the ISA bus. The 82C567
provides all of the signals to control external bidirectional
data buffers.

4.11 Special Cycles

4.11.1 System ROM BIOS Cycles

The 82C567 supports both 8- and 18-bit EPROM cycles. If
the system BIOS is 16-bits wide, ROMCS# would be con-
nected to MEMCS16# through an open collector gate indicat-
ing to the 82C568 that a 16-bit EPROM is responding. The
system BIOS resides on the XD bus.

ROMCS# can be generated for both the EQ000h-EFFFFh
and FOO0Oh-FFFFFFh segments through.PCIDV1 4Ah and
4Bh. (Refer to Table 4-47.) If a combined video/system ROM
BIOS is desired, these two segmeénts should be used.

4.11.2 System Shutdown/Halt 'Cyc'le's

The CPU provides special bus cyéles to indicate that cértain i+ *
instructions have been execufed or:certain conditions have -

occurred internally. These special cycles, such as shutdown
and halt, are covered by dedicated handling logic inside the
82C567. The Viper-MAX Chipset will'‘generate INIT for a’CPU
shutdown cycle. ' '

Table 4-47 Register Bits Associated with ROMCS#

7 6 l 5 4 3 2 1 0
PCIDV1 4Ah ROMCS# Range Control Register - Low Byte Defauit = 00h
ROMCSH# for ROMCS# for ROMCS# for ROMCS# for ROMCS# for ROMCS# for ROMCS# for ROMCSH# for
F8000h- FO0Q00h- E8000h- £0000h- D8000h- D0O000h- C8000h- C0000h-
FFFFFh: F7FFFh: EFFFFh: E7FFFh: DFFFFh: D7FFFh: CFFFFh: C7FFFh:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1 = Disable 1 = Disabie 1 =Enable 1 = Enable 1 = Enable 1 = Enable 1 =Enable 1 = Enable
PCIDV1 4Bh ROMCS# Range Control Register - High Byte Defauit = 00h
ROMCS# for ROMCS# for ROMCSH# for ROMCS# for ROMCS# for ROMCS# for ROMCS# for ROMCS# for
FFFF8000h- FFFFQ000N- FFFEB000h- FFFEOOQOh- FFFD8000h- FFFDOOOON- FFFC8000h- FFFCO0000h-
FFFFFFFFh FFFF7FFFh FFFEFFFFh FFFE7FFFh FFFDFFFFh FFFD7FFFh FFFCFFFFh FFFC7FFFh
segment: segment: segment: segment: segment: segment: segment: segment:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1 = Disable 1 = Disable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable
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4.12 Internal Integrated 82C206

The following subsections give detailed operational informa-
tion about the internal integrated 82C206 in the 82C568.

4.12.1 Top Level Decoder and Configuration
Register

The top level decoder of the 82C206 provides eight separate

enables to various internal subsystems. The following is a

truth table for the top level decoder.

Address Range Selected Device

000h-00Fh DMAS - 8-bit DMA Controller
020h-021h INTC1 - Interrupt Controller 1
022h-023h CONFIG - Configuration Register
040h-043h CTC - Counter/Timer

080h-08Fh DMAPAGE - DMA Page Register
0AOh-0A1h INTC2 - Interrupt Controller 2
0CO0h-0DFh DMA16 - 16-Bit DMA Controlier

Refer to Section 5.0, Register Descriptions, to program the
various 82C206 registers.

4.12.2 DMA Subsystem

The 82C206 contains two 8237 DMA controllers. Each con-
troller is a four channel DMA device which will generate the
memory address and control signals necessary to transfer
data between a peripheral device and memory directly. The
two DMA controllers are internally cascaded to provide four
DMA channels for transfers to 8-bit peripherals (DMA8) and
three channels for transfers to 16-bit peripherals (DMA16).
Channel 0 of DMA16 provides the cascade interconnection of
the two DMA controllers, hence maintaining PC/AT compati-
bility. Hereafter, the description of the DMA subsystem per-
tains to both DMA8 and DMA16 unless otherwise noted.

Table 4-48 gives the /O address map of the 82C206's DMA
subsystem. The mapping is fully PC/AT compatible.

4.12.2.1 DMA Operation

During normal operation, the DMA subsystem of the 82C206
will be in one of three modes: the Idle mode, Program mode,
or the Active mode. When the DMA controller is in the Idle
mode, it only executes idle state cycles. The DMA controlier
will remain in the Idle mode uniess it has been initialized to
work and one of the DMA request pins has been asserted. In
this case, the DMA controiler will exit the Idle mode and enter
the Active mode. The DMA controller will also exit the Idle

mode and enter the Program mode when the CPU attempts
to access its internal registers.

Idle Mode

If no peripheral requests service, the DMA subsystem will
enter the ldle mode and perform only idle states. During this
time, the 82C206 will sample the DREQ input pins every
clock cycle to determine if any peripheral is requesting a
DMA service. The internal select from the top level decoder
and HLDA input pin will also sample at the same time to
determine if the CPU is attempting to access the internal reg-
isters. With either of the above conditions, the DMA sub-
system will exit the Idle mode and enter either the Program or
Active mode. Note that the Program mode has priority over
the Active mode since a CPU cycle has already started
before the DMA was granted use of the bus.

Program Mode

The DMA subsystem will enter the Program mode whenever
HLDA is inactive and an internal sefect from the top level
decoder is active. During this time, the address lines A[3:0}
become inputs if DMAS is selected or A{4:1] become inputs if
DMA16 is selected. These address inputs are used to
decode which registers in the DMA controller are to be
accessed. The IOR# and IOW# signals are used to select
and time the CPU reads or writes. When DMA16 is selected,
A0 is not used to decode and is ignored. Due to the large
number and size of the internal registers of the DMA control-
ler, an internal byte pointer flip-flop is used to suppiement the
addressing of the 16-bit word and count address registers.
This byte pointer is used to determine the upper or lower byte
of word count and address registers and is cleared by a hard-
ware reset or a master clear command. it may also be set or
cleared by the CPU's set byte pointer flip-flop or clear byte
pointer flip-flop commands.

The DMA subsystem supports some special commands
when in the Program mode. These commands do not use the
data bus, but are derived from a set of address, the internal
select, and IOR# or IOW#. These commands are listed at the
end of Table 4-48. Erratic operation of the 82C206 can occur
if a request for service occurs on an unmasked DMA channel
which is being programmed. The channel should be masked
or the DMA should be disabled to prevent the 82C206 from
attempting to service a peripheral with a channel which is
only partially programmed.
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Table 4-48 DMA I/O Address Map

Address Operation

DMAS DMA16 XIOR# XIOW# Byte Pointer Register Function

000h 0COh 0

o

Read Channel 0's current address low byte

Read Channel 0's current address high byte

Write Channel 0's base and current address low byte
Write Channel 0's base and current address high byte

—_ o
OO 4
-0 -

001h 0C2h Read Channel 0's curent word count low byte
Read Channel 0's current word count high byte
Write Channel 0's base and current word count low byte

Write Channet 0's base and current word count high byte

-— oo
OO bt
—o-o

002h 0C4h Read Channel 1's current address low byte
Read Channe! 1's current word count high byte
Write Channel 1's base and current address low byte

Write Channel 1's base and current address high byte

- w00
OO—L—A
—“ 0 a0

Q03h 0C6h Read Channel 1's current word count low byte
Read Channel 1's current word count high byte
Write Channel 1's base and current word count low byte

Write Channel 1's base and current word count high byte

N X =)
[ I « QNS U
-0 - O

004h 0C3h Read Channel 2's current address low byte
Read Channel 2's current address high byte
Write Channel 2's base and current address low byte

Write Channel 2's base and current address high byte

oY= QPN
~ 0o =0

005h 0CAh Read Channel 2's current word count low byte
Read Channel 2's current word count high byte
Write Channel 2's base and current word count low.byte : -

Write Channel 2's base and current word count high byte

OO = =
T e I = )

006h 0CCh Read Channel 3's current address low byte
Read Channel 3's current address high byte
Write Channel 3's base and current address low byte

Write Channel 3's base and current address high byte

-~ 200
OO 4 =
- O -+ O

007h 0CEh Read Channel 3's current word count low byte
Read Channel 3's current word count high byte
Write Channel 3's base and current word count low byte

Write Channel 3's base and current word count high byte

- - 00
O Q = -
- 0= O

008h 0D0h Read Status Register

Write Command Register

-
O —

00gh 0D2h Read DMA Request Register

Write DMA Request Register

- O
O -

00Ah 0D4h Read Command Register

Write single bit DMA Request Mask Register

Read Mode Register
Write Mode Register

- O
[« Iy

00Bh 0Déh

- O
O =

00Ch oD8gh Set byte pointer flip-flop

Clear byte pointer flip-flop

- O
O -

00Dh ODAR Read Temporary Register

Master clear

- O
O =

00Eh 0DCh Clear Mode Register counter

Clear all DMA Request Mask Register bits

-0
o —

Read all DMA Request Mask Register bits
Write all DMA Request Mask Register bits

00Fh O0DEh

KX PXRX]IXXPX XX XX X|[x X]|x X

- O
O
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Active Mode

The DMA subsystem will enter the Active mode whenever a
software request occurs or a DMA request occurs on an
unmasked channel which has already been programmed. An
example of this would be a DMA read cycle. After receiving a
DREQ, the 82C206 will issue HOLD to the CPU. Until an
HLDA is returned from the CPU, the DMA subsystem will
remain in an idle state. On the next clock cycle, the DMA will
exit the idle state and enter an SO state. During S0, the DMA
will resolve priority and issue DACK on the highest priority
channel which is requesting service. The DMA then enters
the S1 state where the multiplexed addresses are output and
latched. Next, the DMA enters the S2 state where the
82C206 asserts the MEMR# command. Then the DMA will
enter the S3 state where the 82C206 asserts the [OW# com-
mand. The DMA will then remain in the S3 state until the wait
state counter has expired and IOCHRDY is high. Note that at
least one additional S3 will occur unless compressed timing
is programmed. Once a ready condition is detected, the DMA
~ will enter S4 where MEMR# and IOW# are negated.

In the Compressed and Demand modes, subsequent trans-

fers will begin in S2 uniess the intermediate addresses
- require updating. In these subsequent transfers, the lower
. addresses are changed in S2.

4.12.2.2 DMA Transfer Modes

There are four transfer modes supported by the DMA sub-
system: Single, Block, Demand, and Cascade. The DMA
subsystem can be programmed on a channel-by-channel
basis to operate in one of these four modes.

Single Transfer Mode

In the Single Transfer mode, the DMA will execute oniy one
cycle at a time. DREQ must be held active untit DACK
becomes active in order to be recognized. If DREQ is held
active throughout the Single Transfer, the 82C206 will negate
HOLD and release the bus to the system once the transfer is
complete. After HLDA has gone inactive, the 82C206 will
again assert HOLD and execute another transfer on the
same channel uniess a request from a higher priority channel
has been received.

During the Single Transfer mode, the CPU is ensured of at
least one full machine cycle execution between DMA trans-
fers. Following each transfer, the Word Count Register is
decreased and the Address Register is increased or
decreased (depending on the DEC bit of the Mode Register).
When the word count decrements from 0000h to FFFFh, the
terminal count bit in the Status Register is set and a pulse is
output to the TC pin. If auto-initialization is selected, the
channel will reinitialize itself for the next service - otherwise,
the DMA will set the corresponding DMA request bit mask
and suspend transferring on that channel.

Block Transfer Mode

In the Block Transfer mode, the DMA will begin transfers in
response to either a DREQ or a software reset. If DREQ
starts the transfer, it needs to be heid active untii DACK
becomes active. The transfers will continue until the word
count decrements from Q0000h to FFFFh, at which time the
TC pin is pulsed and the terminal count bit in the Status Reg-
ister is set. Once more, an auto-initialization will occur at the
end of the last service if the channel has been programmed
to do so.

Demand Transfer Mode

In the Demand Transfer mode, the DMA will begin transfers
in response to the assertion of DREQ and will continue until
either the terminal count is reached or DREQ becomes
active. The Demand Transfer mode is normally used for
peripherals which have limited buffering capacity. The periph-
eral can initiate a transfer and continue until its buffer capac-
ity is exhausted. The peripheral may then re-establish service
by again asserting DREQ. During idle states between trans-
fers, the CPU is released to operate and can monitor the
operation by reading intermediate values from the Address
and Word Count Registers. Once DREQ is negated, higher
priority channels are allowed to intervene. Reaching the ter-
minal count will result in the generation of a pulse on the TC

pin, the setting of the terminal count bit in the Status Register,

and auto-initialization if prograrnmed to do so.

Cascade Mode

The Cascade mode is used to interconnect more than one
DMA controller to extend the number of DMA channels while
preserving the priority chain. While in this mode, the master
DMA controller does not generate address or control signals.
The DREQ and DACK signals of the master are used to inter-
face the HOLD and HLDA signals of the slave DMA devices.
Once the master has received an HLDA from the CPU in
response to a DREQ caused by the HOLD from a slave DMA
controller, the master DMA controller will ignore all inputs
except HLDA from the CPU and DREQ on the active chan-
nel. This prevents conflicts between the DMA devices.

Figure 4-44 shows the cascade interconnection for two levels
of DMA devices. Note that Channel 0 of DMA16 is internally
connected for the Cascade mode to DMABS. Additional
devices can be cascaded to the available channels in either
DMAS8 or DMA16 since the Cascade mode is not limited to
two levels of DMA controllers.

When programming cascaded controllers, begin with the
device which is actually generating HRQ to the system (first
level device) and then proceed to the second level devices.
RESET causes the DACK outputs to become active low and
are placed in the inactive state. To allow the internal cascade
between DMAS and DMA16 to operate correctly, the active
low state of DACK should not be modified. The first level
device's DMA request mask bits will prevent the second level
cascaded devices from generating unwanted hold requests
during the initialization process.
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4.12.2.3 Transfer Types

There are three types of transfers:
* Read Transfers

¢ Write Transfers

* Verify Transfers

The Single, Block, and Demand Transfer modes can perform
any of the three transfer types.

Read Transfers move data from memory to an /O peripheral
by generating the memory address and asserting MEMR#
and IOW# during the same transfer cycle.

Write Transfers move data from an /O peripheral to memory
by generating the memory address and asserting MEMW#
and |IOR# during the same transfer cycle.

Verify Transfers are pseudo transfers. In this type of transfer,
the DMA will operate as in Read or Write Transfers by gener-
ating HOLD, DACK, memory addresses and respond to the
terminal count, but it does not activate the memory or /O
command signals. Since no transfer actually takes place,
IOCHRDY is also ignored during Verify Transfers.

In addition to the three transfer types mentioned above, there
is also a memory-to-memory transfer which can only be used
on DMA Channels 0 and 1. The memory-to-memory transfer
is used to move a block of memory from one location in mem-
ory to another. DMA Channels 0 and 1 may be programmed
to operate as memory-to-memery channels by setting a bit in
the DMA Command Register. Once programmed, the trans-

I

fer can be started by generating either a software or an exter-
nal request to Channel 0. During the transfer, Channel 0
provides the address for the source block during the memory
write portion of the same transfer. During the read portion of
the transfer, a byte of data is latched in the internal Tempo-
rary Register of the DMA. The contents of this register are
then output on the SD[7:0] output pins during the write portion
of the transfer and subsequently written to the memory loca-
tion. Channel 0 may be programmed to maintain the same
source address on every transfer. This allows the CPU to ini-
tialize large blocks of memory with the same vaiue. The DMA
subsystem will continue performing transfers untit Channel 1
reaches the terminal count.

Auto-initialization

The Mode Register of each DMA channel contains a bit
which will cause the channel to reinitialize after reaching the
terminal count. During auto-initialization, the Base Address
and Base Word Count Registers (which were originally pro-
grammed by the CPU) are reloaded into the Current Address
and Current Word Count Registers. The Base Registers’
remain unchanged during DMA active cycles and can only be

changed by the CPU. If the channel has been programmed to ., . -
auto-initialize, the request mask bit will remain cleared upon - .

reaching the terminal count. This allows the DMA to continue - .
operation without CPU intervention. In memory-to-mehow-, -

transfers, the Word Count Registers of- Channels 0and. 1 . -,

must be programmed with the same starting value for full,
auto-initialization. . o

-

Figure 4-44 Cascade Mode Interconnect
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DREQ Priority

The 82C206 supports two types of software programmabie
priority schemes: fixed and rotating. Fixed priority assigns pri-
ority based on channel position. With this method, Channei 0
is assigned the highest priority and Channel 3 is the lowest.
After the recognition of any one channel for service, the other
channels are prevented from interfering with that service until
it is completed.

In the rotating priority scheme, the ordering of pricrity from
Channel 0 to Channel 3 is maintained, but the actual assign-
ment of priority changes. The channel most recently serviced
will be assigned the lowest priority and since the order of pri-
ority assignment remains fixed, the remaining three channels
rotate accordingly. Table 4-43 shows the rotating priority
scheme. In cases where multiple requests occur at the same
time, the 82C206 will issue HOLD but will not freeze the prior-
ity logic until HLDA is returned. After HLDA becomes active,
the priority logic is frozen and DACK is asserted on the high-
est requesting channel. Priority will not be reevaluated until
HLDA has been deactivated.

Address Generation

During active cycles of the DMA, eight intermediate bits of the
address are multiplexed onto the data lines. This reduces the
number of pins required by the DMA subsystem. During an
S1 state, the intermediate addresses are output on data lines
SD{7:0]. These addresses should be externally latched and
used to drive the system address bus. Since DMAS is used
for 8-bit transfers and DMA16 is used for 16-bit transfers, a
one bit skew occurs in the intermediate address fields. DMAS
will therefore output address on LA[15:8] on the data bus at
this time whereas DMA 16 will output LA[16:9]. A separate set

IR

of latch and enable signals are provided for both DMAS8 and
DMA16 to accommodate the address skew.

During 8-bit DMA ftransfers in which DMAS is active, the
82C206 will output the lower eight bits of address on SA[7:0].
LA[23:16] are also generated at this time from a DMA page
register in the 82C206. Note that A16 is output on the A16 pin
of the device.

During 16-bit DMA transfers in which DMA16 is active, the
82C206 will output the lower eight bits of address on SA[8:1].
LA[23:17] are also generated at this time from a DMA page
register in the 82C206. Note that SA0 and LA16 remain
tristated during 16-bit DMA transfers

The DMA page registers are a set of 16 8-bit registers in the
82C206 which are used to generate the high order addresses
during DMA cycles. Only eight of the registers are actually
used, but all 16 were included to maintain PC/AT compatibil-
ity. Each DMA channel has a page register associated with it
except Channel 0 of DMA16 which-is used for cascading to
DMAS. Assignment of each of these registers is shown in
Table 4-50 along with its CPU 1/O read/write address.

During Demand and Block Transfers, the 82C206 generates
muitiple sequentiai transfers. For most of these transfers, the
information in the external address latches will remain the
same, thus eliminating the need to be relatched. Since the
need to update the latches occurs only when a carry or bor-
row from the lower eight bits of the address counter exists,
the 82C206 will only update the latch. contents when neces-
sary. The 82C206 execute an S1 state only when necessary
and improve the overall system throughput.

Table 4-49  Rotating Priority Scheme
Priority First Arbitration Second Arbitration Third Arbitration
Highest Channel 0 Channel 2 - Cycle Grant Channel 3 - Cycle Grant
Channel 1 - Cycle Grant Channel 3 Channel 0
Channel 2 Channel 0 Channel 1
Lowest Channel 3 Channel 1 Channet 2
Channel X = Requested Channel
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Table 4-50 DMA Page Register I/O Address Map
/O Addr Type Register Function

080h R/W Unused
081h R/W DMAS Channel 2 (DACK2)
082h R/W DMAS8 Channel 3 (DACK3)
083h R/W DMAS8 Channel 1 (DACK1)
084h R/W Unused
085h R/W Unused
086h R/W Unused
087h R/W DMAB8 Channei 0 (DACKO}
088h R/W Unused
089h R/W DMA18 Channel 2 (DACK®6)
08Ah R/wW DMA16 Channel 3 (DACK7)
08Bh R/W DMA16 Channel 1 (DACKS)
08Ch R/W Unused
08Dh Rw Unused
08Eh R/W Unused
08Fh R/wW DRAM Refresh Cycle

Compressed Timing

The DMA subsystem in the 82C206 can be programmed to
transfer a word in as few as two DMA clock cycles. Normal
transfers require four DMA clock cycles since S3 is executed
twice (due to the one wait state insertion). In systems capable
of supporting higher throughput, the 82C206 can be pro-
grammed to omit one S3 and assert both commands in S2.
S2 begins the cycle by generating the address and asserting
both commands. One S3 cycle is executed and the cycle ter-
minates in S4. If compressed timing is selected, TC will be
output in S2 and S1 cycles which will be executed as neces-
sary to update the address latch. Note that compressed tim-
ing is not allowed for memory-to-memory transfers.

4.12.3 DMA Register Descriptions

The following subsections are descriptions of the 82C206’s
internal peripherals controller DMA registers. The complete
bit descriptions to these registers can be found in Section 5.0,
Register Descriptions.

4.12.3.1 Current Address Register

Each DMA channel has a 16-bit Current Address Register
which holds the address used during transfers. Each channel
can be programmed to increment or decrement this register
whenever a transfer is completed. This register can be read
or written by the CPU in consecutive 8-bit bytes. If auto-initial-
ization is selected, this register will be reloaded from the
Base Address Register upon reaching the terminal count in
the Current Word Count Register. Channel 0 can be pre-

vented from incrementing' or decrementing by setting the
address hold bit in the Command Register.

4.12.3.2 Current Word Count Register

Each channel has a Current Word Count Register which
determines the number of transfers. The actual number of
transfers performed will be one greater than the value pro-
grammed into the register. The register is decremented after
each transfer until it goes from 0 to FFFFh. When this roll-
over occurs, the 82C206 will generate TC and either suspend
the operation on that channel and set the appropriate request
mask bit, or auto-initialize and continue.

4.12.3.3 Base Address Register

Associated with each Current Address Register is a Base
Address Register. This is a write-only register which is loaded
by the CPU when writing to the Current Address Register.
The purpose of this register is to store the initial value of the
Current Address Register for auto-initialization. The contents
of this register are loaded into the Current Address Register
whenever the terminal count is reached and the auto-initialize
bit is set.

4,12.3.4 Base Word Count Register

This register preserves the initial value of the Current Word
Count Register. It too is a write-only register which is loaded
by writing to the Current Word Count Register. The Base
Word Count Register is loaded into the Current Word Count
Register during auto-lnltlallzanon

4.12.3.5 Command Register s

The Command Register contrels the overall operatlon of the
DMA subsystem. This register can be read or written by the
CPU and is cleared by either a reset or master clear com-
mand.

4.12.3.6 Mode Register

Each DMA channel has a Mode Register associated with it.
All four Mode Registers reside at the same I/O address. Bits
0 and 1 of the Write Mode Register command determine
which channel Mode Register gets written. The remaining six
bits control the mode of the selected channel. Each channel
Mode Register can be read by sequentially reading the Mode
Register location. A Clear Mode Register Counter command
is provided to allow the CPU to restart the mode read process
at a known point. During mode read operations, bit 0 and 1
will both equal 1.

4.12.3.7 Request Register

This 4-bit register is used to generate software requests
(DMA service can be requested either externally or under
software control). Request Register bits can be set or reset
independently by the CPU. The register mask has no effect
on software generated requests. All four bits are read in one
operation and appear in the lower four bits of the byte. Bits 7
through 4 are read as 1s. All four request bits are cleared to 0
by a reset.
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4.12.3.8 Request Mask Register

The Request Mask Register is a set of four bits which are
used to inhibit external DMA requests from generating trans-
fer cycles. This register can be programmed in two ways.
Each channel can be independently masked by writing to the
Write Single Mask bit location.

Alternatively, ali four mask bits can be programmed in one
operation by writing to the write all mask bits address.

All four mask bits are set following a reset or a Master Clear
command. Individual channel mask bits will be set as a result
of the terminal count being reached, if auto-initialize is dis-
abled. The entire register can be cleared, enabling all four
channeis by performing a Clear Mask Register operation.

4.12.3.9 Status Register

The status of all four channels can be determined by reading
the Status Register. Information is available to determine if a
channel has reached the terminal count and whether an
external service request is pending.

4.12.3.10 Temporary Register

The Temporary Register is used as.a temporary holding reg-
ister for data during memory-to-memory transfers. The regis-
ter is loaded during the first cycle of a memory-to-memory
transfer from SD{7:0]..During the second cycle of the transfer,
the data in the Temporary Register is output on the SD[7:0]
pins. Data from the.last memory-to-memory; transfer will
remain in the register.

4.12.4 Special Commands

Five special commands are provided to make the task of pro-
gramming the 82C206 easier. These commands are acti-
vated as a result of a specific address and assertion of either
IOR# or IOW#. For these special commands, the data bus is
ignored by the 82C206 whenever an IOW# activated com-
mand is issued. Data returned on I0OR# activated commands
is undefined.

* Clear Byte Pointer Flip-Flop: This command is normally
executed prior to reading or writing to the Address or Word
Count Registers. This initializes the flip-flop to point to the
low byte of the register and allows the CPU to read or write
the register bytes in correct sequence.

* Set Byte Pointer Flip-Fiop: Setting the byte pointer flip-flop
allows the CPU to adjust the pointer to the high byte of an
Address or Word Count Register.

* Master Clear: This command has the same effect as a
hardware reset. The Command Register, Status Register,
Request Register, Temporary Register, Mode Register
counter, and byte pointer flip-fiop are cleared and the
Request Mask Register is set. Immediately following a
Master Clear or reset, the DMA will be in the Idle mode.

* Clear Request Mask Register: This command enables all
four DMA channels to accept requests by clearing the
mask bits in the register.

* Clear Mode Register Counter: In order to allow access to
the four Mode Registers while only using one address, an
internal counter is used. After clearing the counter, all four
Mode Registers may be read by successive reads to the
Mode Register. The order in which the registers are read is
Channel 0 first and Channel 3 last.

4.12.5 Interrupt Controiler Subsystem

The programmable interrupt controllers in the 82C206 serve
as a system wide interrupt manager. They accept requests
from peripherals, resolve priority on pending interrupts and
interrupts in service, issue an interrupt request to the CPU,
and provide a vector which is used as an index by the CPU to
determine which interrupt service routine to execute.

A variety of priority assignment modes are provided which
can be reconfigured at any time during system operation.
This allows the complete subsystem to be restructured based
on the system environment.

4.12.5.1 Interrupt Controller Subsystem Overview

There are two interrupt controllers, INTC1 and INTC2,
included in the 82C206. Each of the interrupt controllers is
equivalent to an 8259A device operating in X86 mode. The-
two devices are interconnected and must be programmed to

operate in the Cascade mode for all 16 interrupt channels to

operate properly. Figure 4-45 shows the internal Cascade

interconnection.

INTC1 is located at addresses 020h-021h and is configured
for master operation in the Cascade mode. INTC2 is a slave
device and is located at 0AOh-0Ath. The interrupt request
output signal (INT) from INTC2 is internally connected to the
interrupt request input Channel 2 (IR2) of INTC1. The
address decoding and cascade interconnection matches that
of the PC/AT.

Two additional interconnections are made to the interrupt
request inputs of the interrupt controllers. The output of Timer
0 in the counter/timer subsystem is connected to Channel 0
(IR0} of INTCH. Interrupt request from the real-time clock is
connected to Channel 0 (IR0) of INTC2. Table 4-51 lists the
16 interrupt channels and their interrupt request sources.

Description of the interrupt subsystem will pertain to both
INTC1 and INTC2 uniess otherwise noted. Wherever register
addresses are used, the address for the INTC1 Register will
be listed first and the address for the INTC2 Register will foi-
low in parenthesis. Example: 02h (0OAOh).
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Figure 4-45

Note:

Internal Cascade Interconnect

INTA —¢—P»

INTA#

INTCH1
(Master)

INT ——————® INTR
IR2 [———————

CAS2
CAS1
CASO

INTA#

INTC2
(Slave)

CASQ
CAS1

CAS2 [ ————

INT

INTA will be active when the CPU initiates an inter-

rupt acknowledge cycle.

Table 4-51  Interrupt Request Source
Interrupt Channel
Controller Name Interrupt Request Source
INTC1 IRO Counter/Timer QUTO
INTCH IR1 IRQ1 input pin
INTC1 IR2 INTC2 cascade interrupt
INTC1 IR3 IRQS3 input pin
INTC1 IR4 IRQ4 input pin
INTCA iR5 IRQS input pin
INTCH IR6 IRQS6 input pin
INTC1 IR7 IRQ7 input pin
INTC2 IRO Real-time clock IRQ
INTC2 IR1 IRQY input pin
INTC2 IR2 IRQ10 input pin
INTC2 IR3 IRQ11 input pin
INTC2 R4 IRQ12 input pin
INTC2 IR5 IRQ13 input pin
INTC2 IR6 IRQ14 input pin
INTC2 IR7 IRQ15 input pin

82C566/82C567/82C568

4.12.5.2 Interrupt Controller Operation

Figure 4-46 is a block diagram of the major components in
the interrupt controller subsystem. The Interrupt Request
Register (IRR) is used to store requests from all of the chan-
nels which are requesting service. The IRR's bits are labeled
using the channel name IR[7:0]. The In-Service Register
(ISR) contains all the channels which are currently being ser-
viced (more than one channel can be in service at a time).
The ISR's bits are labeled 1S{7:0] and correspond to IR[7:0].
The Interrupt Mask Register (IMR) allows the CPU to disable
any or all of the interrupt channels. The Priority Resolver
evaluates inputs from the IRR, ISR, and IMR, issues an inter-
rupt request, and latches the corresponding bit into the ISR.
During interrupt acknowledge cycles, a master controller out-
puts a code to the slave device which is compared in the
Cascade Buffer/Comparator with a 3-bit ID code previously
written. If a match occurs in the slave controller, it will gener-
ate an interrupt vector. The contents of the Vector Register
are used to provide the CPU with an interrupt vector during
interrupt acknowledge (INTA) cycles.

Figure 4-46 Interrupt Controller Block Diagram

INTA# —o )
~ .. | In-Service
{'— Register
Interrupt“ '
Request
IR[7:0] — P Register
Priority :
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4.12.5.3 Interrupt Sequence

The 82C206 allows the CPU to perform an indirect jump to a
service routine in response to a request for service in
response to a request for service from as peripheral device.
The indirect jump is based on a vector which is provided by
the 82C206 on the second of two CPU generated INTA
cycles (the first INTA cycle is used for resolving priority and
the second is for transferring the vector to the CPU (see Fig-
ure 4-47). The events which occur during an interrupt
sequence are as foliows:

1. One or more of the interrupt requests {IR[7:0]) becomes
active, setting the corresponding 1RR bit(s).

2. The interrupt controller resolves priority based on the
state of the IRR, IMR, and ISR and asserts the INTR out-
put if needed.

3. The CPU accepts the interrupt and responds with an
INTA cycle.

4. During the first INTA cycle, the highest priority ISR bit is
set and the corresponding IRR bit is reset. The internal
cascade address is generated.

5. The CPU will execute a second INTA cycle, during which
the 82C206 will drive an 8-bit vector onto the data pins
XD[7:0], which is read by the CPU. The format of this
vector is shown in Table 4-52. Note that V([7:3] in Table
4-52 are programmable by writing to ICW2 (Initialization
Command Word 2).

6. At the end of the second INTA cycle, the iSR bit will be
cleared if the Automatic End of Interrupt Mode is
selected (see below). Otherwise, the ISR bit must be
cleared by an End of interrupt (EOI) command from the
CPU at the end of the interrupt service routine to allow
further interrupts. If no interrupt request is present at the
beginning of the first INTA cycle (i.e., a spurious inter-
rupt), INTC1 will issue an interrupt level 7 vector during
the second INTA cycle.

Figure 4-47 Interrupt Sequence

Interrupt must remain active until
the first INTA cycle begins

[ ]

IR M <
N/ N—
Cascade Priority Resolved
INTA# N / N\ /
XD[7:0] >—
i
Vector

4.12.5.4 End of Interrupt (EOI)

EOQi is defined as the condition which causes an ISR bit to be
reset. Determination of which ISR bit is to be reset can be
done by a CPU command (specific EOl) or the Priority
Resolver can be instructed to clear the highest priority ISR bit
{nonspecific EQI). The 82C206 can determine the correct
ISR bit to reset when operated in modes which do not alter
the fully nested structure since the current highest priority
ISR bit is the last level acknowledged and serviced. In condi-
tions where the fully nested structure is not preserved, a spe-
cific EOl must be generated at the end of the interrupt service
routine. An ISR bit that is masked, in the Special Mask Mode
by an IMR bit, will not be cleared by a nonspecific EIO com-
mand. The interrupt controller can optionally generate an
Automatic End of Interrupt (AEOI) on the trailing edge of the
second INTA cycle.

Table 4-52  Interrupt Vector Byte
Interrupt D7 D6 DS D4 D3 D2 D1 DO

IR7 V7 Vé V5 V4 V3 1 1 1
IR6 V7 Vé V5 V4 V3 1 1 0
IR5 V7 Ve Vs V4 V3 1 0 1
IR4 V7 V6 V5 V4 V3 1 0 0
IR3 V7 Vé V5 V4 V3 0 1 1
IR2 V7 V6 V5 V4 V3 0 1 0
IR1 V7 V6 V5 V4 V3 0 0 1
IRO v7 U V5 \Z V3 0 0 0

OPT1
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4.12.5.5 Priority Assignment

Assignment of priority is based on an interrupt channel's posi-
tion relative to the other channels in the interrupt controller.
After the initialization sequence, IR0 has the highest priority,
IR7 the lowest, and priority assignment is Fixed. Priority
assignment can be rotated either manually (Specific Rotation
Mode) or automatically {Automatic Rotation Mode) by pro-
gramming Operational Command Word 2 (OCW2).

Fixed Priority Mode

This is the default condition which exists unless rotation
(either manual or automatic) is enabled, or the controller is
programmed for Polled Mode. In the Fixed Priority Mode,
interrupts are fully nested with priority assigned as shown:

Lowest Highest

Priority Status 7 6 5 4 3 2 1 0

Nesting allows interrupts of a higher priority to generate inter-
rupt requests prior to the compietion of the interrupt service.
When an interrupt is acknowledged, priority is resolved, the
highest priority request’s vector is placed on the bus, and the
ISR -bit for that channel is set. This bit remains set until an
ElO (automatic or CPU generated) is issued to that channel.
While the ISWR bit is set, all interrupts of equal or lower prior-
ity are inhibited. Note that a higher priority service routine will
only be acknowledged if the CPU has internaily re-enabled
interrupts.

Specific Rotation Mode

Specific Rotation allows the system software to reassign pri-
ority levels by issuing a command which redefines the high-
est priority channel. Before rotation:

Lowest Highest

Priority Status 7 6 5 4 3 2 1 0

(Specific Rotation command issued with Channel 5 speci-
fied.) After rotation:

Lowest Highest

Priority Status 5 4 3 2 1 0 7 6

Automatic Rotation Mode

In applications where a number of equal priority peripherals
are requesting interrupts, Automatic Rotation may be used to
equalize the priority assignment. In this mode, after a periph-
eral is serviced it is assigned the lowest priority. All peripher-
als connected to the controller will be serviced at least once
in eight interrupt requests to the CPU from the controller.
Automatic Rotation will occur, if enabled, due to the occur-
rence of an EQI (automatic or CPU generated).

82C566/82C567/82C568

Before rotation (IR3 is the highest priority request being ser-
viced):
I1S7

ISR Status Bit IS6 IS5 1S4 1S3 1S2 IS1 IS0

1 1 0 0 1 0O 0 o

Lowest Highest

Priority Status 7 6 5 4 3 2 1 0

(Specific Rotation command issued with Channel 4 speci-
fied.) After rotation:

ISR Status Bit 1S7 1S6 IS5 IS4 183 I1S2 1S1 IS0

1 1 6 0 ¢ 0 0o o0

Lowest Highest

Priority Status 3 2 1. 0 7 6 5 4

4.12.5.6 Programming the Interrupt Controller

Two types of commands are used to control the 82C206's
interrupt controllers: Initialization. Command Words (ICWs)
and Operational Command Words (OCWSs}).

Initialization Command Words (ICWs) v

The initialization process.consists of wiiting a sequence of
four bytes to each interrupt controller. The initialization
sequence is started by writing the first Initalization Command
Word (ICW1) to address 020h {0AOh) with a 1 on bit 4 of the
data byte. The interrupt controiler interprets this as the start
of an initialization sequence and does the following:

—_

) The Initialization Command Word Counter is reset to 0.

N

) ICWA1is latched into the device.

W

) Fixed Priority Mode is selected.

E=N

) IR0 is assigned the highest priority.

¢4

) The Interrupt Mask Register is cleared.
) The Slave Mode Address is setto 7.

) Special Mask Mode is disabled.
)

~N o

8

The next three 1/O writes to address 021h (0A1h) will load
ICW2 through ICW4. See Figure 4-48 for a flow chart of the
initialization sequence. The initialization sequence can be ter-
minated at any point (all four bytes must be written for the
controller to be properly initialized) by writing to address 020h
(0AOh) with a 0 in data bit 4. Note this will cause OCW2 or
OCWS3 to be written.

IRR is selected for status read operations.

912-2000-014
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R ——

Operational Command Words (OCWs)

Operational Command Words (OCWs) allow the 82C206's
interrupt controllers to be controlled or reconfigured at any
time while operating. Each interrupt has three OCWs which
can be programmed to affect the proper operating configura-
tion and a status register to monitor controller operation.

OCW1 is located at address 021h (OA1h) and may be written
any time the controtler is not in the Initialization Mode. OCW2
and OCWS3 are located at address 020h (0AGh). Writing to
address 020h (0AQOh) with a 0 in bit 4 will place the controller
in the operating mode and load OCW2 (if data bit 3 = 0) or
OCWS (if data bit 3 = 1).

IRR, ISR, & Poll Vector

IRR, ISR, and Poll Vector are the same address, 020h
(0ACh). The selection of the registers depends on the pro-
gramming of ITC. If the latest OCW3 issued the poll com-
mand (PM = 1), the poll vector is selected for the next read.
Before another poll command is issued, subsequent reads to
the address will select IRR or ISR depending on the latest
OCWS3, if RR = 1 and RIS = 0, ISR is selected. Note that the
poll command is cleared after the first read to the ITC. After
- ~initialization (ICW1 or reset), IRR is selected.

. Figure 4-48 Initialization Sequence

'. '_ Start
o XAO = 0
Write ICW1 xA4 = 1
Write ICW2 XAO = 1
Cascade
Mode 7
Write ICW3 XAQ = 1
Yes
Write ICW4 XA0 =1

!

End of Initialization
Controller Ready

R

4.12.6 Counter/Timer Subsystem

The 82C206 contains an 8254 compatible counterftimer. The
counter/timer can be used to generate accurate time delays
under software control. it contains three 16-bit counters
{Counters 2 through 0) which can be programmed to count in
binary or binary-coded decimal (BCD). Each counter oper-
ates independently of the other and can be programmed for
operation as a timer or a counter,

All counters in this subsystem are controlled by a common
control logic as shown in Figure 4-49. The control logic
decodes and generates the necessary commands to load,
read, configure, and control each counter. Counter 0 and
Counter 1 can be programmed for all six modes, but Mode 1
and Mode 5 have limited usefulness because their gate is
hard-wired to GND internally. Counter 2 can be programmed
to operate in any of the six modes:

- Mode 0 - Interrupt on terminal count

- Mode 1 - Hardware retriggerable one-shot
- Mode 2 - Rate generator

- Mode 3 - Square wave generator

- Mode 4 - Software triggered strobe

- Mode 5 - Hardware retriggerabie strobe

The internal timer counter use an internal signal TMRCLK.
which is derived from the OSC input of the 82C206. For the
sake of simplicity, all references to the timer counter clock will
be TMRCLK in the following description. All three counters
are driven from a common clock input, TMRCLK (TMRCLK =
0SC/12) Counter 0's output (OUTO) is internally connected to
tRQ of INTC1 and is used as an interrupt to the system for
time keeping and task switching. Counter 1 may be pro-
grammed to generate pulses or square waves for external
devices. Counter 2 is a full function counter/timer. It can be
used as an interval imer, a counter, or as a gated rate/pulse
generator. In a PC/AT compatible design, Counter 0 is used
as a system timer, Counter 1 is used as a DRAM refresh rate
generator, and Counter 2 is used for speaker sound genera-
tion.

4.12.6.1 Counter Description

Each counter in this subsystem contains a control register, a
status register, a 16-bit counting component, a pair of 8-bit
counter input latches, and a pair of 8-bit counter output
latches. Each counter shares the same clock input (TMR-
CLK). GATEQ, GATE1, and OUTO are not externally accessi-
ble. This is fuily compatible with a PC/AT-based design.
Output of OUTO is dependent on the counter mode.

The control register stores the mode and command informa-
tion used to control the counter. it may be loaded by writing a
byte to the write control word at Port 043h. The status regis-
ter allows the software to monitor counter conditions and
read back the contents of the control register.
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Figure 4-49 Counter/Timer Block Diagram

VCC
TMRCLK +—P CLK GATE 4—'
=08C/12
l——
ouT — (System Timer)
Counter 0
VCC
P CLK GATE <——]
CsS, Controi
RD, — Logic - OUT — OUT1 (DRAM Refresh
WR Rate Generator)
Counter 1
— CLK GATE —— GATE2
OUT —® OUT2 (Speaker Sound
Generation)
Counter 2

The 16-bit counting component is a loadable synchronous
down counter. It is loaded or decremented on the falling edge
of TMRCLK. The counting component contains a maximum

count when a 0 is loaded, which is equivalent to 65536 in-

binary operation or 1000 in BCD. The counting component
does not stop when it reaches 0. In Modes 2 and 3, the
counting component will be reloaded and in all other modes it
will wrap around to OFFFFh in binary operation or 9999 in
BCD.

The counting component is indirectly loaded by writing one or
two bytes (optional) to the counter input latches, which are in
turn loaded into the counting component. Thus, the counting
component can be loaded or reloaded in one TMRCLK cycle.
The counting component is also read indirectly by reading the
contents of the counter output latches. The counter output
latches are fransparent latches which can be read while
transparent or latched (see Latch Counter Command).

Programming the Counter/Timer

After a system reset, the contents of the controi registers,
counter registers, counting components, and the output of all
counters are undefined. Each counter must be programmed
before it can be used. Each counter is programmed by writing
its control register with a control word and then giving an ini-
tial count to its counting component. Table 4-53 lists the I/O
address map used by the counter/timer subsystem.

Table 4-53 Counter/Timer /O Address Map

Address Function
040h Counter 0 read/write
041h Counter 1 read/write
042h Counter 2 read/write
043h Control register write only

Read/Write Counter Command
Each counter has a write only control register. This control
register is written with a control word to the 1/0 address 043h.

When programming to a counter, the following steps must
sequentially occur:

1) Each counter's control register must be written with a
control word before the initial count is written.

2) Writing the initial count must follow the format specified
in the control word (least significant bit only, most signifi-
cant bit only, or least significant bit and then most signifi-
cant bit.

A new initial count can be written into the counter at any time
after programming without rewriting the control word.
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Counter Latch Command

When a counter latch command is issued, the counter's out-
put laiches latch the current state of the counting component.
The counter’s output latches remain latched until read by the
CPU or the counter is reprogrammed. After that, the output
latches then returns to a “transparent” condition. Counter
latch commands may be issued to more than one counter
before reading the first counter to which this command was
issued. Also, multiple counter latch commands issued to the
same counter without reading the counter will cause all but
the first command to be ignored.

Read-Back Command

The read-back command allows the user to check the count
value, mode, and state of the OUT signal and null count flag
of the selected counter(s).

Each counter’s latches remain latched until either the latch is
read or the counter is reprogrammed. If both LSTATUS and
LCOUNT are 0, the status will be returned on the next read
from the counter. The next one or two reads (depending on
whether the counter is programmed to transfer one or two

bytes) from the counter result in the count being returned.

Multiple read-back commands issued to the same counter
without reading the counter will cause all but the first com-
mand to be ignored.

4.12.6.2 Counter Operation

Since Counter 1 and 0 have limitations in some of their oper-
ation modes, Counter 2 will be used to describe the various
counter operating modes. However, the description of Modes
0, 2, 3, and 4 are suitable for all counters. The following terms
are defined for describing the counterttimer operation.

* TMRCLK pulse - A rising edge followed by a falling edge of
the 82C206's TMRCLK (0SC/12).

+ Trigger - The rising edge of the GATEZ2 input.

¢ Counter Load - the transfer of the 16-bit value in counter
input latches to the counting element.

* Initialized - A control word written and the counter input
latches loaded.

* Counter 2 can operate in one of the following modes:
- Mode 0 - Interrupt on terminal count
- Mode 1 - Hardware retriggerable one-shot
- Mcode 2 - Rate generator
- Mode 3 - Square wave generator
- Mode 4 - Software triggered strobe
- Mode 5 - Hardware triggered strobe

Mode O - Interrupt on Terminal Count

Mode 0 is usually used for event counting. After a counter is
written with the control word, OUT2 of that counter goes low
and remains low until the counting element reaches 0, at
which time it goes back high and remains high until a new
count or control word is written. Counting is enabled when

e

GATEZ = 1 and disabled when GATE2 = 0. GATEZ has no
effect on QUT2.

The counting component is loaded at the first TMRCLK pulse
after the control word and initial count are ioaded. When both
initial count bytes are required, the counting component is
loaded after the high byte is written. This TMRCLK pulse
does not decrement the count, so for an initial count of N,
QUT2 does not go high until (N + 1) TMRCLK pulses after ini-
tialization. Writing a new initial count to the counter reloads
the counting element on the next TMRCLK puise and count-
ing continues from the new count. If an initial count is written
with GATE2 = 0, it will still be loaded on the next TMRCLK
pulse. But counting does not progress until GATE2 = 1.
When GATE2 goes high, OUT2 will go high aftar N TMRCLK
pulses later.

Mode 1 - Hardware Retriggerabie One-Shot

Writing the control word causes OUT2 to go high initially.
Once initialized, the counter is armed and a trigger causes
OUT2 to go low on the next TMRCLK puise. QUT2 then
remains low until the counter reaches 0. An initial count of N

. .results in & one-shot puise N TMRCLK cycles long. Any sub-

sequent triggers while OUT2 is low cause the counting com-
ponent to be reloaded, extending the length of the pulse.
Writing.a new count to the counter input latches will not affect
the curtent one-shot pulse unless the counter is retriggered.
In the latter case, the counting component is loaded with the
new count and the one-shot pulse continues until the new
count expires.

Mode 2 - Rate Generator

‘This mode functions as a divide-by-N counter. After writing

the control word during initialization, the counter's OUT2 is
set to high. When the initial count is decremented to 1, OUT2
goes low on the next TMRCLK pulse. The following TMRCLK
puise returns QUT2 high, reloads the CE, and the process is
repeated. In Mode 2, the counter continues counting (if
GATE2 = 1) and will generate an QUT2 pulse every N TMR-
CLK cycles. Note that a count of 1 is illegal in Mode 2.

GATE2 = 0 disables counting and forces QUT2 high immedi-
ately. A trigger reloads the CE on the next TMRCLK pulse.
Thus, GATE 2 can be used to synchronize the counter to
external events.

Writing a new count while counting does not affect current
operation unless a trigger is received. Otherwise, the new
count will be loaded at the end of the current counting cycle.

Mode 3 - Square Wave Generator

Mode 3 is similar to Mode 2 in every respect except for the
duty cycle of OUT2. OUT2 is set high initially and remains
high for the first half of the count. When the first half of the ini-
tial count expires, OUT2 goes low for the remainder of the
count.

If the counter is loaded with an even count, the duty cycle of
QUT2 will be 50% (high = low = N/2). For odd count values,
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OUT2 is high one TMRCLK cycle longer than it is low. There-
fore, high = (N + 1)/2 and low = (N - 1)/2.

Mode 4 - Software Triggered Strobe

Writing the Control Word causes OUT2 To go high initially.
Expiration of the initial count causes OUT2 to go low for one
TMRCLK cycle. GATE2 = 0 disables counting but has no
effect on OUT2. Also, a trigger will not reload CE.

The counting sequence is started by writing the initial count.
The CE is loaded on the TMRCLK pulse after initialization.
The CE begins decrementing one TMRCLK puise later,
OUT2 will go low for one TMRCLK cycle, (N + 1) cycles after
the initial count is written.

If a new initial count is written during a counting sequence, it
is loaded into the CE on the next TMRCLK puise and the
sequence continues from the new count. This allows the
sequence to be “retriggerable” by software.

Mode 5 - Hardware Triggered Strobe
Writing the Control Word causes OUT2 to go high initially.

Counting is started by a trigger. The expiration of the initial
count causes OUT2 to go low for one TMRCLK cycle. GATE2
= 0 disables counting.

The CE is loaded on the TMRCLK puise after a trigger. Since
loading the CE inhibits decrementing, OUT2 will go low for
one TMRCLK cycle, (N + 1) TMRCLK cycles after the trigger.

If a new count is loaded during counting, the current counting
sequence will not be affected unless a trigger occurs. A trig-
ger causes the counter to be reloaded from CIL and CiH
making the counter “retriggerable”.

GATE2

In Modes 0, 2, 3, and 4 GATE2 is level-edge sensitive and is
sampled on the rising edge of TMRCLK. In Modes 1, 2, 3,
and 5 the GATEZ2 input is rising-edge sensitive. This rising
edge sets an internal flip-flop whose output is sampled on the
rising edge of TMRCLK. The flip-flop resets immediately after
being sampled. Note that in Modes 2 and 3, the GATE2 input
is both edge and level sensitive. Table 4-54 details this oper-
ation.

Table 4-54 GATE2 Pin Function

B) Forces QUTZ2 pin high

GATE2 -
Mode - : Low Rising High
: 0 ' Disables counting - Enables counting"
A) initiates counting
B) Reset OUT2 pin
2 A) Disables counting Initiates counting Enables counting b

3 A) Disables counting Initiates counting Enables counting
B) Forces QUT2 pin high
4 Disables counting Enables counting

Initiates counting
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4.13 Serial IRQ Interface

The serial IRQ is a mechanism for communicating IRQ status
between, ISA legacy components, PCl components, and PCI
system controllers. The IRQ/data serializer is a wired OR
structure that passes the state of one or more device's IRQ(s)
and/or data to the host controller (82C568). A transfer, called
a serial IRQ cycle, consists of three frame types: one start
frame, several IRQ/data frames, and one stop frame. This

protocol uses the PCI clock as its clock source and conforms
to the PCI bus electrical specification. Pin 1 (SERIRQ#) is
used to implement this interface.

4.13.1 Timing Diagrams For Serial IRQ Cycle
Figure 4-50 through Figure 4-53 are timing diagrams for vari-
ous serial interrupt cycles.

Figure 4-50 Serial Interrupt - Time Slots
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Figure 4-51 Serial Interrupt - Acknowledge Cycle
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Figure 4-52 Serial Interrupt - EOI Latency Handling
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Figure 4-53 Serial Interrupt - ISR Latency Handling
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4.13.1.1  Start and Stop Frame Timing
» Start frame pulses can be four, six, or eight clocks wide.

» Stop pulses are two clocks wide for Quiet mode, three
clocks wide for Continuous mode.

* There may be none, one or more Idle states during the
stop frames.

* The next SERIRQ# cycle’s start frame pulse may not start
immediately after the turnaround ciock of the stop frame.

‘Refer to Figure 4-54.

4.13.2 Serial IRQ Cycle Control
There are two modes of operation for the serial IRQ start
frame - the Quiet (Active) mode and the Continuous mode.

4.13.2.1  Quiet (Active) Mode

Any device may initiate a start frame by driving SERIRQ# low
for one clock, while SERIRQ# is Idle. After driving low for one
clock, SERIRQ# must immediately be tristated without driving
high at any time. A start frame may not be initiated while
SERIRQ# is Active. SERIRQ# is Idle between stop and start
frames. SERIRQ# is Active between start and stop frames.
This mode of operation allows SERIRQ# to be Idle when
there are no IRQ/data transitions (which should be most of
the time).

Once a start frame has been initiated, the 82C568 will take
over driving SERIRQ# low in the next clock and will continue
driving it low for a programmable period of three to seven
clocks more. This makes a total low pulse width of four to
eight clocks. Finally, the 82C568 will drive SERIRQ# back
high for one clock, then tristate.

R

Any serial IRQ device which detects any transition on an
SERIRQ# line for which it is responsible, must initiate a start
frame in order to update the 82C568 unless SERIRQ# is
already in an serial IRQ cycle and the IRQ/data transition can
be delivered in that serial IRQ cycle.

4.13.2.2 Continuous (ldle) Mode

Only the 82C568 caninitiate a start frame to update IRQ/data
line information. All other SERIRQ# agents become passive
and may not initiate a start frame. SERIRQ# will be driven low
for four, six, or eight clocks by the 82C568. This mode has
two functions:

1) It can be used to stop or idle SERIRQ# or,

2 the 82C568 can operate SERIRQ# in a Continuous
mode by initiating a start frame at the end of every stop
frame.

An serial IRQ mode transition can only occur during the stop
frame. Upon reset, the SERIRQ# bus is defaulted to Continu-
ous mode, therefore only the 82C568 can initiate the first
start frame. Slaves must continuously sample the stop
frame’s pulse width to determine the next serlal IRQ cycle’s
mode.

4.13.3 IRQ/Data Input Detection

To assure that SERIRQ# does not miss narrow IRQ/data
input pulses, it is recommended that serial IRQ devices
detect IRQ/data input through a low level extender. Seral
IRQ devices should detect any high-to-low transition on an.
IRQ/data input and keep it latched until this transition is suc-
cessfully transmitted to the 82C568 through the SERIRQ#
bus.

Figure 4-54 Start/Stop Frame Timing
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4.13.4 |RQ/Data Frame

Once a start frame has been initiated, all serial IRQ devices
must watch for the rising edge of the start pulse and start
counting IRQ/data frames from there. Each iIRQ/data frame is
three clocks:

¢ Sample phase
* Recovery phase
¢ Turnaround phase

During the Sample phase, the serial IRQ devices must drive
the SERIRQ# low, if and only if, its last detected {RQ/data
was low. If its detected IRQ/data value is high, SERIRQ#
must be left tristated.

During the Recovery phase, the serial IRQ devices must
drive SERIRQ# high, if and only if, it had driven SERIRQ#
low during the previous Sample phase.

During the Turnaround phase, all serial IRQ devices must be
tristated. All serial IRQ devices must drive SERIRQ# low at

the appropriate sample point if its associated |RQ/data line is
low, regardless of which device initiated the start frame.

The Sample phase for each |IRQ/data follows the low-to-high
transition of the start frame puise by a number of clocks equa!
to the IRQ/data frame times three, minus one, (e.g., the IRQE
Sample clock is the sixth iRQ/data frame, (6x3)-1=17th clock
after rising edge of the start pulse.)

At the end of each Sampie phase, the 82C568 will sampie
the state of the SERIRQ# line and replicate the status of the
original IRQ/data line at the-input to its interrupt controller.
Siot #21-18 (INTB#/INTC#/INTD#) is optional (selected
through register programming, refer to Table 4-56). Table 4-
55 highlights the sampling period for each IRQ line.

4.13.5 Stop Cycle Control

Once all IRQ/data frames have completed, the 82C568 will
terminate SERIRQ# activity by initiating a stop frame. Only
the 82C568 can initiate the stop frame. A stop frame is indi-
cated when SERIRQ# is low for two or three clocks.

It the stop frame's low time is two clocks, then the next SER-
IRQ# cycle’s sampled mode is the Quiet mode; and any

82C566/82C567/82C568

serial IRQ device may initiate a start frame in the third clock
or more after the rising edge of the stop frame’s pulse.

if the stop frame’s low time is three clocks, then the next
serial 1RQ cycle’s sampled mode is the Continuous mode;
and only the 82C568 may initiate a start frame in the third
clock or more after the rising edge of the stop frame’s pulse.

Table 4-55 SERIRQ# Sampling Periods
# of Clocks
IRQ/Data Frame | Signal Sampled Past Start
1 IRQO 2
2 IRQ1 5
3 SMi# 8
4 IRQ3 11
5 IRQ4 14
6 IRQ5 AT e
7 IRQ6 20
8 IRQ7 23
9 IRQ8 26
10 IRQ9: T2
11 IRQ10 B3
12 IRQ11 535
13 IRQ12 T3
14 IRQ13 a1
15 IRQ14 44
16 IRQ15 47
17 IOCHCK# 50
18 INTA# 53
19 INTB# 56
20 INTC# 59
21 INTD# 62
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4.13.5.1

Serial IRQ Cycle Maximum Sampling Period

Based on the maximum of 21 sampling slot assignments,
plus start/stop pulse width variations, the longest SERIRQ#
cycle is approximately 70 PCI clocks. There are 17 IRQ/data
frames defined for IRQs, SMI# and IOCHCK#, and there are
four optional IRQ/data frames, 18 through 21.

4.13.6 Latency
Latency for IRQ/data updates over the SERIRQ# signal in
bridge-less systems with the minimum for IRQ/data frames of
17, will range up to 96 clocks.

4.13.6.1

EOINISR Read Latency

Any serialized IRQ scheme has a potential implementation
issue related to IRQ fatency. IRQ latency could cause an EQI
or ISR read to precede an IRQ transition that it should have
followed. This could cause a system fault. The 82C568 will
ensure that these latency issues are well covered. By delay-
ing EOls and ISR reads to the interrupt controller by the
same amount as the serial IRQ cycle latency in order to
ensure that these events do not occur out of order.

Table 4-56  Serial Interrupt Control Related Registers

1 = Base

7 l 6 5 4 3 2 1 0

PCIDV1 55h PCI Master Control Register - High Byte Default = 00h
Reserved: SERIRQY mux- Interrupt Select DMA ISAretry for | Use of AHOLD

Must be written to 0. ingonPin1: | requestregister | cumentor base | CPU/PCl mas- | signal during

0 =Disable recover: address and | teraccessISA | CPU-to-PCl

1=Enablet® -] 0= Disable counter to be cycle: cycles:@
. 1 =Enable read: 0 = Disable 0 = Disable
0 = Current 1 =Enable 1 = Enable

(1). Also thess PCIDV1 register bits must be set: 54h[4] =1, 59h[3] 0, and 5Fh[4] =0.
(2) Bit0is used only if PCIDV1 54h{4} =

PCIDV1 58h

Serial Interrupt Mode Control Register

PCIDV1 56h Serial Interrupt Source Register - Low Byte Default = 00h
Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt
resource for resource for resource for resource for resource for resources for resource for resource for
IRQCh. 7: IRQ Ch. 6: IRQ Ch. 5: IRQ Ch. 4: IRQCh. 3: SMI# IOCHK#, IRQ Ch. 1: IRQ Ch. 0:
0=ISA 0=ISA 0=1SA 0=ISA 0=ISA PCIRQ(3:0}#: 0=I1SA 0=1ISA
1 = Serial 1 = Serial 1 = Serial 1 = Serial 1= Serial 0 = Original 1 = Serial 1= Serial
interrupt interrupt interrupt interrupt interrupt 1 = Serial interrupt interrupt

interrupt
PCIDV1 57h Serial Interrupt Source Register - High Byte Default = 00h
Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt
resource for resource for resource for resource for resource for resource for resource for resource for
IRQ Ch. 15: IRQ Ch. 14: IRQ Ch. 13: IRQCh.12: IRQ Ch. 11: IRQ Ch. 10: IRQ Ch. 9: IRQ Ch. 8:
=ISA 0=ISA =I1SA 0=ISA 0=ISA 0=ISA =1SA 0=ISA
1 = Serial 1= Serial 1= Serial 1 = Senial 1 = Serial 1= Serial 1 = Serial 1= Serial
mterrupt interrupt interrupt interrupt interrupt lnterrupt interrupt |nterrupt

Default = 00h

Serial interrupt control mode:

00 = Continuous mode
01 =Idle mode
1x = Active mode

Reserved:

Must be written
to 0.

Data frame slot
support:(

. 0="17 slots
1=21 slots

Reserved:
Must be written to 0.

Serial interrupt start frame pulse
: width control:
00 = 4 CLK in Continuous mode
or 3 CLK in"Active mode
01 =6 CLK in Continuous.mode
or 5 CLK in Active mode

10 = 8 CLK in Continuous: mode
or 7 CLK.in Active mode

11 = Reserved "

(1) 17 slot support: IRQ[1:0], IRQ[15:3], SMi#, and IOCHK#
21 slot support: All of the above plus PCIRQ[3:0}#
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4.14 Distributed DMA

Distributed DMA provides a facility to support legacy DMA by
two or more devices on the PCl bus. The distributed DMA
(DDMA) master interface in the 82C568 snoops on any PC!
master I/O access to the legacy DMA 1/0 space and claims
and internally executes any such cycle. The DDMA module
will gain control of the PCI bus and execute the required
remapped cycles. Once a cycle is posted inside the 82C568,

the cycle is posted with a retry response on the PCI bus till
such time DDMA operation is complete. All remapped PCl
cycles are executed as single byte cycles by taking the multi-
byte PCI master 1/O access internally and breaking it into
proper single byte cycles. DDMA will generate the remapped
cycles only for those channels which are enabled in the slave
channel configuration registers.

Table 4-57 Register Bits Associated with DDMA
7 6 5 4 3 2 1 0
SYSCFG 22h Inquire Cycle Control Register Default = 00h
0=AHOLD+ | OCAWE# and Reserved: HRQ s syncto Reserved: EADS# generation: Single write hit
BOFF# OCDOE#pin | Must be written LCLK: Must be written | 00 = Normal for inquire cycle leadoff cycle in
1=HOLD+ | functionality in to 0. 0=No to 0. 01 = 1 CPU CLK earlier a combined
HLDA single bank 1=Yes 10 = 1 CPU CLK earlier with Dirty/Tag imple-
If SYSCFG cache: (Must = 1 for- async clock mentation:®
21h[0] = 0, this | 0= No change DDMA opera- 2 CPU CLK earlierwithsync | g=5 cycles
bit mustbe set | 1=OCAWE# tion) - clock 1=4cycles
1. becomes ECA4 11 = Reserved
If 21h[0] = 1, and OCDOE#
this bit must be becomes
setto 0. ECA3™

tem.
(2)

PCIDV1 5Ah-5Bh

If bit 1 is set 1, SYSCFG 16h[4] should be set to 1.

(1) This is to reduce cache address 0/1 (CA4/3) loading to improve timing if necessary. Do not set bit 6 if two banks of cache are in the sys-

Distributed DMA Master Base Address Register

Distributed DMA Control Register

Default = 00h

PCIDV1 5Ch Default = 00h
Channel 7: Channel 6: Channel 5: Channel 3: Channel 2: Channel 1: Channel 0: Master Distrib-
0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable uted DMA
1 =Enable 1 = Enable 1 =Enable 1= Enable 1 =Enable 1 = Enable 1 = Enable (DDMAY).
0 = Disable
1= Enable

912-2000-014
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4.15 Fast GATEA20 and Reset Emulation

The 82C567 will intercept commands to Ports 060h and 064h
so that it can emulate the keyboard controller, allowing the
generation of the fast GATEA20 and fast INIT signals. The
decode sequence is software transparent and requires no
BIOS modifications to function. The fast GATEA20 genera-
tion sequence involves writing “D1h” to Port 064h, then writ-
ing data “02h" to Port 060h. The fast CPU “warm reset”
function is generated when a Port 064h write cycle with data
“FEh” is decoded. A write to Port 064h with data “DOh" will
enable the status of GATEA20 (bit 1 of Port 060h) and the
warm reset (bit 0 of Port 060h) to be readable.

It keyboard emulation is disabled, (i.e., PCIDV1 41h{4] = 1, in
the system control register space of the 82C568) then the
keyboard must generate the GATEA20 and KBRST signals.
In this case, the A20M#+KBRST signal on the 82C568 func-
tions as a KBRST input signal. It samples the KBRST output
from the keyboard and generates an INIT to the CPU. The
keyboard GATEA20 signal should be connected to the CPU
A20M# input through a voltage translator. The keyboard
GATEA20# signal is a 5.0V output signal and the CPU
A20M# signal is a 3.3V input signal. Figure 4-55 shows the
connectivity when keyboard emulation has been disabled.

Figure 4-55 Connections with Keyboard Emulation disabled

82C568 INIT -1 INIT
A20M#+
KBRST
5V-t0-3.3V
Level CPU
Translator
A
KBRST ’
Keyboard 5V-Ltg\-/g.lsv
A20M# Transiator W& | S20M#
Table 4-58 Keyboard Emulation Associated Register Bits
7 6 5 4 3 2 1 { 0
PCIDV1 41h Keyboard Control Register - High Byte Defauit = 00h
Keyboard port | Keyboard port | immediate INIT Keyboard Selects which IRQ signal is to be generated when Works with
read (RO): write (RO): generation: emulation: PIRQ3# has been triggered: PCIDV1
0=Doesnot | O=Doesnot | 0=Generate |O=Enable-Pin 000 = IRQx* 40h(7:6]
say anything say anything INIT immedi- | 12 functions as 001 = {RQ5
1 = Keyboard 1 = Keyboard ately on FEh A20M# output 010 =1RQ9
controller has | controfler has command 1 = Disable - 011 =IRQ10
received com- received com- 1 = Wait for hait Pin 12 func- 100 = IRQ11
mand DOh and | mand D1h and | before generat- tions as 101 = IRQ12
has not has not ing INIT on KBRST input 110 =1RQ14
received the fol- | received the fol- | receiving the 111 =1RQ15
lowing 60h read | lowing 60h write keyboard *Selection controlled by PCIDV1 50h(7:0].
RESET
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4.16 Type FDMA

The Viper-MAX Chipset provides a form of compressed tim-
ing on the DMA called “Type F DMA”. This mode provides
ISA compatible timing for fast DMA slave devices. Type F
timing basically runs at 360ns/cycle or three ISA clock cycles
during the repeated portion of a Block or Demand mode
transfer. Timing on DMA cycles is controlled by programming
specific bits of registers in the I/O Register Space of the
82C568.

Programming I/O Address 40Bh([5:4] = 00 will yield compati-
ble timings on DMA Channels 0 through 3. Programming
40Bh[5:4] = 11 will yield compressed timing or Type F DMA
timing on Channels 0 through 3.

Likewise, programming I/O Address 4D6h[5:4] = 00 wilt yield
compatible timings on DMA Channels 5 through 7. Program-
ming 4D6h([5:4] = 11 will yield compressed timing or Type F
DMA timing on Channels 5 through 7.

Table 4-59 Type F DMA Register Programming

7 6 5 J 4 3 2 1 0
1/0 Address 40Bh DMA Channel Select Register 1 Default = 00h
Reserved: A setting of 00 on these bits gives Reserved: DMA channel select:
Must be written to 0. compatible timing on DMA trans- Must be written to 0. 00=Ch.0 10=Ch.2
fers. When setto 11, Type F DMA 01=Ch. 1 11=Ch.3
timing can be obtained.
110 Address 4D6h DMA Channel Select Register 2 Defauit = 00h
Reserved: A setting of 00 on these bits gives Reserved: DMA channel select:
Must=0 compatible timing on DMA Must=0 00=Ch.4 10=Ch. 6:
transfers. 01=Ch.5 11=Ch.7:
When setto 11, Type F DMA B
timing can be obtained.
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4.17 Power Management

The Viper-MAX Chipset supplies an optimum GREEN solu-
tion by providing a green power management port for control-
ling desktop subsystems which includes clock control to the
CPU's clock, STPCLK# signal to the CPU, and monitoring
shutdown.

The Viper-MAX Chipset has a Green Event Timer (GET)
used to activate the AUTO_GREEN or SMI_GREEN modes.
The GET can be reloaded by any IRQ, PCI bus requests,
DMA requests, keyboard, video, hard disk and floppy
accesses, programmable I/0O subsystem activity and optional
external sources.

The AUTO_GREEN mode is available for dynamic CPUs
which do not support the SMI protocol. The SM!_GREEN
mode enables a much higher degree of software control for
GREEN capabilities. The SMI_GREEN mode can only be uti-
lized in systems that support the SMi# protocol.

4.17.1 Definition of Power Management Modes
The following subsections will define the various power man-
agement modes used when configuring systems with the
Viper-MAX Chipset to run in the AUTO_ GREEN and
SMI GREEN modes.

4.17.1.1  Normal Mode

In this mode, the system is running at full speed No power

management features have been activated. o,

417.1.2 AUTO_GREEN Mode -

This mode is used to accommodate non-SL Enhanced CPUs.’

It allows for power management through hardware control.
The AUTO_GREEN mode is entered when any enabled
GREEN event occurs. When any enabled GREEN event
occurs, the power control information in SYSCFG EAh is out-
put to the SD{7:0] bus and the external power control latch is
pulsed to match this value. The system can resume out of the
AUTO_GREEN mode by any wake-up event that has been
enabled in the power management registers. When a wake-
up event takes place, the power control information in
SYSCFG EBh is put out onto the SD{7:0] bus and the exter-
nal power control latch is pulsed to latch this value. While
returning to the NORMAL mode, the CPU clock first runs at
full speed for 20ms before the ISA bus clock is switched back
to the synchronous mode.

4.17.1.3 SMI_GREEN Mode

The SMI_GREEN mode is used to accommodate SM! sup-
ported CPUs. it allows power management through the SMi#
protocol. When any event, that has been configured to gener-
ate a SMI#, occurs then a SMI# is generated from the Viper-
MAX Chipset to the CPU. In response, the CPU saves the
state of all its internal registers, asserts SMIACT# to the
Viper-MAX Chipset and then begins executing the SMI code.
In the SMI code, SYSCFG ECh can be directly written to the

“

external power control latch, thus allowing power manage-
ment through hardware too.

The system can resume out of the SMI_GREEN mode by any
enabled wake-up event programmed in the power manage-
ment register. During this Resume state, the system can be
allowed to return to the NORMAL mode. The CPU clock first
runs at full speed for 20ms before the ISA bus clock is
switched back to the synchronous mode.

4.17.2 System Activity Detection

4.17.21 GREEN Events

The following is a list of events that can be programmed to be
GREEN.

* GREEN Event Timer (GET) time-out
* EPMI# trigger

« Software bit trigger - This is a bit in the system power man-
agement registers which if set, causes a GREEN event

* Device Timer time-out - There are two general purpose
timers that can be programmed (in SYSCFG FOh-F7h) to
monitor user specified address locations. When either of
them times out, a GREEN evant is generated.

4.17.2.2 Reload GET/Wake-up Events

Any of the following events, if enabled, will cause the GREEN
Event Timer to reload its initial count from SYSCFG E2h.
These events, if enabled, will cause the system to generate a
hardware PPWRL# (AUTO_GREEN mode) or SMIi#
(SMI_GREEN Mode) or both.

* AllIRQs (except IRQ2)

* One programmable IO/MEM range access
» PREQ# signals from the PC! bus

* All DREQs (except DREQ4)

* Keyboard access:
- 1/Q Ports 060h and 064h

» Video access:
- DAOQ000-OBFFFF address trap (graphics buffer)
- /O Port 380h-3DFh (VGA command registers)
* Hard/fioppy disk access:
- /O Port 1FOh-1F7h and/or 3F6h, 170h-177h (hard disk)
- 1/O Port 3F5h (floppy)
+ COM Ports:
- COM1/3: COM1 (3F8-3FF) and COMB3 (3E8-3EF)
- COM2/4: COM2 (2F8-2FF) and COM4 (2E8-2EF)
¢ LPT Ports:
- LPT1 (3B0-3BF), LPT2 (378-37F), and LPT3 (278-27F)

¢ External EPM! source
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4.17.3 System Management Interrupt (SMI)

Most modern processors offer a System Management Inter-
rupt (SMI) that allows external logic to signal to the CPU that
a high priority event has occurred and must be serviced but
should not in any way interfere with the application currently
being processed. When the CPU senses its SM! input active,
it saves the context of its current application and loads the
context of its System Management Mode {SMM) handler rou-
tine from a protected part of RAM. SMM code can then pro-
ceed to determine the reason for the interrupt, service it
appropriately, and return to application processing through a
special RESUME instruction that restores the context as it
originally was before the SMI. Entry to and exit from SMM is
completely hardware-controlled.

4.17.3.1 SMl Implementation

During the NORMAL mode of operation, CPU accesses in
the AOOOOh-BFFFFh are diverted to the ISA bus. During
SMM, the SMIACT# signal is used for recognizing SMM
addresses and these addresses are always mapped to the
A000Oh-BFFFFh range in DRAM (which is initialized with
SMM code during boot-up). It is not required to flush the
cache before executing SMM code due to the following rea-
sons:

« The AD0D00-BFFFFh range is always made non-cacheable
whether the CPU is in SMM mode or not.

« The SMBASE Register in the CPU is always initialized to
A0000h.

If the SMBASE Register in the CPU were programmed with
an address other than an address in the A0Q00h-BFFFFh
range, it would be necessary to flush the cache.

4.17.4 Hardware Power Management Support
without an External Latch

The Viper-MAX Chipset can support hardware power man-
agement through an external latch or internally through pro-
grammable pins on the 82C568. At power-on reset, if XDIR is
sampled high, then hardware power management is done
through an external latch. If XDIR is sampled low, then the
PPWRL# and GPCSO0# pins on the 82C568 change function-
ality to support hardware power management without a latct

The PPWRL# pin becomes PPWRL2 and the GPC’
becomes PPWRL1. With this implementation, the 82

will not be able to generate memory parity for PC! masie *

writes. Hence, maximum peﬁormanée for PC! master writes
will be sacrificed. ' .
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4.18 IDE Controller

The IDE controlier in the Viper-MAX Chipset is based on
OPTi’s Bus Master PC| IDE Module (MIDE) which is
designed as a fast and flexible interface between the PC! bus
and two channels of IDE devices (up to four devices). An
integrated 12-level (48-byte) read prefetch FIFO and 12-level
(48-byte) posted write FIFQ Supports bus mastering burst
read and write operations on the PG| bus. This substantially
improves the performance over the typical slave IDE imple-
mentations. The Enhanced ATA Specification can be sup-
ported by programming the internal registers up to IDE PIO
Mode 4 and Single- and/or Multi-Word DMA Mode 2 timing.

4.18.1 Overview

The Viper-MAX Chipset provides a full function PCI local bus
IDE controlier capable of master mode operation. The chipset
is capable of arbitrating for the ownership of the PCl local bus
and transfer data between the IDE device and focal memory.
The IDE controller in the Viper-MAX Chipset conforms to the
ATA Standard for IDE disk controllers.

By performing the IDE data transfers as a bus master instead
of a slave, the chipset off-loads the CPU from having to per-
form the transfers, This benefit is realized in the form of the
CPU not having to perform programmed 1/O transfers to
effect the data transfer between the disk and the .memory,
This feature improves system performance dramatically,
especially in systems that operate in muititudinous environ-
ments. ‘

~Since the Viper-MAX Chipset implements tis feature, the
user’s need to develop indigenous software to provide a com-
plete product is greatly reduced. o

The master mode of operation is an extension to the standard
IDE controller model. Thus, systems can still revert back to
slave mode IDE if they so desire. The master mode of opera-
tion is designed to work with any IDE device that supports
DMA transfers on the IDE bus. Devices that do not support
DMA on the IDE bus can revert to transfers across the IDE
bus using programmed 1/0.

The master mode of operation simply defines a simple scat-
ter/gather mechanism allowing large blocks of data to be
scattered to or gathered from memory. Such a mechanism
improves system performance by reducing the number of
interrupts to the CPU and the number of interventions by the
CPU.

4.18.1.1  Scatter/Gather

The Viper-MAX Chipset provides another useful feature in
the form of the scatter/gather functionality. Primarily scat-
ter/gather functionaiity provides the user with the ability to
transfer multiple buffers of data between memory and /0
without any intervention by the CPU. This facilitates the CPU
to continue its processes without any interruption, thereby
increasing the overall performance of the system.

In scatter/gather, the DMA reads memory addresses and
word counts from muitiple buffer descriptors located in the
system memory (PCl or ISA). These buffer descriptors are
called the scatter/gather descriptor (SGD) tabie. With the aid
of these descriptors, the DMA controller can sustain DMA
transfers until all the buffers in the descriptor table are trans-
ferred. The SGD table pointer address holds the address of
the next buffer descriptor in the SGD table.

In order to perform a scatter/gather transfer the following
needs to be done:

1) Software prepares the SGD table in system memory. A
typical SGD will consist of an address pointer to the
starting address and the transfer count of the memory
buffer to be transferred.

2) Initialize the DMA channel mode registers with transfer
specific information like 8/16-bit 1/0 device, transfer
mode, etc.

3) Software provides the starting address of the SGD table
by loading the SGD table pointer register.

4) Initiate the scatter/gather function by writing a start com-
mand to the Scatter/Gather Command Register.

5) The Mask Register should be the last register to be
cleared to prevent the DMA from starting the DMA cycle
with a partially loaded command description. '

6) Once the register set is loaded and the channel is
unmasked, DMA can begin.

4.18.2 Physical Region Descriptor Table

Before the IDE controller starts a master transfer it is given a
pointer to a Physical Region Descriptor Table. This table con-
tains some number of Physical Region Descriptors (PRDs)
which describe areas of memory that are involved in the data
transfer. The descriptor table must be aligned on a 4-byte
boundary and the table cannot cross a 64K boundary in
memory.

4.18.2.1 Physical Region Descriptor

The physical memory region to be transferred is described by
a Physical Region Descriptor (PRD). The data transfer will
proceed until all the regions described by the PRDs in the
table have been transferred.

Each Physical Region Descriptor entry is eight bytes in
length. The first four bytes specify the start address of a
physical memory region. The next four bytes specity the size
of the region in bytes (64K byte limit per region). A value of
zero in these two bytes indicates 64K, Bit 7 of the last byte
indicates the end of the table; bus master operation termi-
nates when the last descriptor has been retired.
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4,18.2.2 Bus Master IDE Registers

The bus master IDE function uses 16 bytes of /O space. The
base address of this block of /O space is pointed to by the
Bus Master IDE Base Address Register (I05) in the PCI Con-

82C566/82C567/82C568

be accessed as byte, word, or dword quantities. The descrip-
tion of the 16 bytes of /O registers is shown in Table 4-61
(refer to Section 5.0 for individual bit formats in each regis-
ter).

figuration space. All bus master IDE /O space registers can

Table 4-60 Physical Region Descriptor Table Entry

Bit(s) Name Default Function
Byte-0, bit 0 0 0 (RO)
Byte-[3:1] BASE XXXX Memory Region Physical Base Address [31:1]
Byte-0, bits [7:1] XXXX
Byte-4, bit 0 - 0 0 (RO)
Byte-5 COUNT XXXX Byte Count [15:1}
Byte-4, bits [7:1]
Byte-6 XX Reserved
Byte-7, bits [6:0] XX Reserved
Byte-7, bit 7 EOT X End of Table
Note:

The memory region specified by the descriptor is further restricted such that the region cannot straddle a 64K boundary.' : -

This means the byte count is limited to 64K and the incrementer for the current address register only extends from bit 1

to bit 15.

Table 4-61 Bus Master IDE Registers E
Offset from l Register
Base Address Access Register Name/Function
00h R/W Bus Master IDE Command Register for Frimary IDE
01h Device-specific
02h RWC Bus Master IDE Status Register for Primary IDE
03h Device-specific
04h-07h R/W Bus Master IDE PRD Table Address for Primary IDE
08h R/W Bus Master IDE Command Register for Secondary IDE
0%h Device-specific
0Ah RWC Bus Master IDE status Register for Secondary IDE
0Bh Device-specific
0Ch-0Fh R/W Bus Master IDE PRD Table Address for Secondary |DE

912-2000-014
Revision: 3.0
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4.18.3 Programming the IDE Controller Registers

4.18.3.1 Standard Programming Sequence for Bus
Mastering Operations

To initiate a bus master transfer between memory and an IDE
DMA slave device, the following steps are required:

1) Software prepares a PRD Table in system memory.
Each PRD is eight bytes long and consists of an address
pointer to the starting address and the transfer count of
the memory buffer to be transferred. In any given PRD
Table, two consecutive PRDs are offset by eight bytes
and are aligned on a 4-byte boundary. Bit 7 of the aighth
byte in the PRD Table will be set to a 1 if that is the last

entry in the table.

e

6) At the end of the transfer, the IDE device signals an
interrupt.

7) In response to the interrupt, software resets the

Start/Stop bit in the Command Register. Next it reads the
controller's status and then the drive's status to deter-
mine if the transfer completed successtully.

4.18.3.2 Programming the IDE Mode Timing

Table 4-63 and Table 4-64 show the timing and recom-
mended register settings for various IDE modes defined in
the Enhanced IDE Specifications. They include PIO transfer,
Single-Word DMA ftransfer, and Multi-Word DMA transfer
modes. The actual cycle ime equals the sum of actual com-
mand active time and actual command inactive (command
recovery and address setup) time. These three timing

2) Software provides the starting address of the PRD Table o irements shall be met. In some cases, the minimum
by loading the PRD Table Pointer Register. The direction o cie time requirement is greater than the sum of the com-
of the data transfer is specified by setting the Read/Write .04 pulse and command recovery time. This means either
Control ‘blt. Clear the Interrupt bit and Error bit in the Sta- the command active (command pulse) or command inactive
tus Register. time (command recovery and address setup) can be length-

3) Software issues the appropriate DMA transfer command ~ ened to ensure that the minimum cycle times are met.
to the disk devnce - Figure 4-56 is a flow chart that describes. how to program the ,

4) Engage the bus master function by writing 1 to the Start ~ Primary channel of the MIDE interface. For the secondary
bit in the Bus Master IDE Command Register for the channel, a similar procedure can be done by changing all the
appropna}e channel. indexes from 1Fxh to 17Xh

5) The controller transfers. data to/from memory responding  4.18.3.3 Programming the IDE Interrupt Routing
to DMA requests from the IDE device. Table 4-65 details the interrupt routing mechanism for the

MIDE Module while in the Legacy and Native Modes. The
system BIOS needs to program them accordingly.

Table 4-62 REGTIMx Programming Options

REGTIMO REGTIM1 REGTIM2
1F3h/173h[2] 1F3h/173h[3] 1F3h/173h([7] Drive 0 Control Drive 1 Control

1 0 1 index-0 Index-1

0 1 1 Index-1 Index-0
0 0 1 Index-1 Index-1

1 0 0 Index-0 Default®
0 2 0 Default(z) lndSX'o

0 0 0 Default® Default(®
1 1 X Index-0 Index-0

(1) Recommended configuration.

(2} Refer to PCl Configuration Address Offset 40h[1:0] for default values.

912-2000-014
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Table 4-63  16-Bit Timing Parameters with 33MHz PCI Bus

IDE Transfer Modes
Muiti-Word DMA Single-Word DMA
P10 Modes Modes Modes

Parameter:

Register Bits Dimension 0 1 2 3 4 5 0 1 2 0 1 2

Address Setup: Bit values in hex 2 1 1 1 0 0 0 0 0 0 0 0
1F6h/176n(5:4] Timing in 3 2 2 2 1 1 1 1 1 1 1 1

LCLKs(!
Enhanced IDE 70 50 30 30 25 N/S N/A | N/A | NVA | NJA | N/A N/A
Spec in ns?

R/W Command Pulse: Bit values in hex 5 4 3 2 2 2 7 2 2 F 8
1FOh/170h/1F1h/171 Timing in 6 5 4 3 3 3 8 3 3 | 16| 9
h{7:4)}, Index-0/1 LOLKs(™

Enhanced IDE 165 125 100 80 70 N/S 215 80 70 480 240 120
Spec in ns!?

R/W Recovery Time: Bit values in hex 9 4 0 0 0 0 6 0 0 D 4 0
1FON/170h/1FTh/1T71 Timing in 1 6 2 1 0 0 8 | o 15 | 6 2
h[3:0], Index-0/1 LCLKs(™

Enhanced IDE N/S N/S N/S 70 25 N/S 215 50 25 N/S N/S N/S
Spec in nsi? !

Enhanced Mode: Bit values in hex 0 0 0 1 2 2 0 1 2 0 o | o
43h bits [7:6], [5:4], :
[3:2], or [1:0] .

DRDY: Bit values in hex 0 0 0 0 0 0 0 0 0 0 o] 0
1FBh/176n{3:1] Timing in -- 2 2 2 2 2 2 2 2 |2 | 2 2 2

LCLKs!"

Cycle Time Timing in LCLKs 20 13 8 6 5 4 17 5 4 32 16 | 8
Enhanced IDE 600 383 240 180 120 N/S 480 150 120 960 480 240
Spec in ns(?

N/S = Not Specified, N/A = Not Applicable
(1) The actual timing (in LCLKs) that will be generated by the IDE controller if the recommended bit values in hex are programmed.
(2) The timing (in ns} as specified in the Enhanced IDE Specification.
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Table 4-64 16-Bit Timing Parameters with 25MHz PCI Bus

IDE Transfer Modes
Multi-Word DMA Single-Word DMA
P10 Modes Modes Modes

Parameter:

Register Bits Dimension 0 1 2 3 4 5 0 1 2 0 1 2

Address Setup: Bit values in hex 1 1 0 0 a 0 0 0 0 0 o] 0
1F8h/176h[5:4] Timing in 2 2 1 1 1 1 1 1 1 1 1 1

LCLKs("
Enhanced IDE 70 50 30 30 25 N/S N/A N/A | N/A N/A | N/A | N/A
Spec in nsi@

R/W Command Pulse: Bit values in hex 4 3 2 2 1 1 5 2 1 b 6 3
1FOR/170h/1F 1h/171 Timing in s | 4| 3| 3] 212 6 | 3 | 2 | 13
n(7:4], Index-0/1 LeLKs™ i

Enhanced IDE 165 125 100 80 70 N/S 215 80 70 480 240 120
Spec in ns?@

R/W Recovery Time: Bit values in hex 6 2 0 0 0 0 4 0 0 8 2 0
tFON/170/1F 1h/171 Timing in 8 4 | 271 o | o 6 1 o | 10] 4 1
h{3:0], Index-0/1 LeLKs™ | o
' Enhanced IDE [ N/S | N/S | N/S.| 70 |.25 | N/S | 215 | 50 | 25 | nis | s | w/s

Spec in ns@ |

Enhanced Mode: Bit values in hex 0 0 0 1 2 2 0 1 2 0 0 1
43h bits [7:6], [5:4],

[3:2], or {1:0} o

DRDY: Bit values in hex 0 0 0 0 0 0 0 0 0 0 0 0
1F8h/176h(3:1) Timing in 2 2 2 2 2 2 2 2 2 2 2 2

LoLks _

Cycle Time Timing in LCLKs 15 10 6 5 4 3 13 4 3 24 12 6
Enhanced IDE 600 383 240 180 120 N/S 480 150 120 960 480 240
Spec in ns®

N/S = Not Specified, N/A = Not Applicable

(1) Theactual timing (in LCLKs) that will be generated by the MIDE Module if the recommended bit vaiues in hex are programmed.
(2) Thetiming (in ns) as specified in the Enhanced IDE Specification.
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Table 4-65 IDE Interrupt Routing Chart
82C568 PCI Configuration Register Setting Interrupt Controller
PCI Bus
Intrf, IDE Module,
Dev = 01h Dev =01h
Functions Func =0 Fune = 1{1) 82C568 Interrupt Input | IDE Interrupts Output
IDE Modes 4Fh[6] 04h[0] 40h(3] 40h[2] 09h{3:0] | Pin 135 | Pin 136® | Primary |Secondary
Native Native/
. IDE Module | IDE /O 2nd iDE IRQ140r | IRQ150r 8259 or 8259 or
Primary | Secondary " Mode Legacy
Enable Enable Disable Enable Mode DINTO DINT1 PCIINTC | PCIINTC
) 0 PCI Config. Register Space cannot be accessed
Disable ISA IRQ14 | ISA IRQ15 N/A N/A
1 0 X X X300
) ) 1 1 1 0 XXXX
Legacy Disable DINTO ISA IRQ15 {8259 IRQ14 N/A
1 1 1 1 xx10
Native Disable 1 1 1 1 xx11 DINTO | ISA IRQ15 | PIRQ344) N/A
Legacy® Native 1 1 0 1 1110 DINTO DINT1 (8259 IRQ14] PIRQ3#4)
Natve | Legacy®® 1 1 0 1 1011 DINTO DINT1 | pIRQ3#4 |8259 IRQ15
1 1 0 0 XXXX
Legacy® | Legacy® DINTO DINT1  |8259 IRQ14(8259 IRQ15
1 1 0 1 1010 -
Native Native 1 1 0 1 11N DINTO DINT1 PIRQ3#% | PIRQ3#¢¥

(1) ltassumes that SYSCFG FFh(4] of the 82C568 is set to 1, the IDE module is mapped as Device #01h, Function #1.. -

(2) The ISA IRQ14 (ISA IRQ15) will not be available to the ISA bus if the on-board primary (secondary) IDE is enabled.

(3) The 8259 IRQ14 (8259 IRQ15) will not be available for PIRQ[3:0)# if the on-board primary (secondary) IDE is enabled. -

(4) In Native mode, IDE interrupts are shared with PIRQ3# from the PC! bus. Itis routed in the same way as.PIRQ3# to the mterrupt controller
and is controlled by PCIDV1 40h{11:9], 42h{7:1], and 50h[7:6] of the 82C568 (Device #01h, Function #0). Using this mode requires that the
IDE device’s Interrupt Service Routine support interrupt sharing.
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Figure 4-56 IDE Interface Primary Channel Programming Flow Chart

registers) followed by an 8-bit I/O write to 1F2h with a value of 03h.

'

Set the values in the Timing Registers-A (Index-0):
1) Write 0 to 1F6(0] to point to Timing Registers-A.
Iy

Enter the IDE /O Registers Programming Mode:
Two consecutive 16-bit /O reads from 1F1h (any other I/O cycle between these two reads will disable access to the IDE

2) Follow Table 4-63 or Table 4-64 to set proper values in registers 1FOh and 1F 1h for read/write puise width and recove
times and PCI Configuration Address Offset 43h[1:0] for enhanced timing.

I ,

Set the values in the Timing Registers-B (Index-1):
1) Write 1to 1F6[0] to point to Timing Registers-B.
ov-

2) Follow Table 4-63 or Table 4-64 and set proper values in registers 1FOh and 1F 1h for read/write pulse width and rec
ery times and PCI Configuration Address Offset 43h{3:2] for enhanced timing.

¢

Program the Address Setup Time and DRDY Delay Time: :
1) Follow Table 4-63 or Table 4-64. to set proper values into registers 1F6h[5:4). Reset 1F6h[3:1] 1o 0. - ]
de,

2) The above values affect hard drives Both in Timing Registers-A and Timing Registers-B. If they are not the same mo
program the slower timings for the address setup time.

'

Enable Register-based Timing to Override Power-up Defauit Values: ]
be

Follow the REGTIMx Programming Options (Table 4-62) to set proper values in the registers 1F3h[7,3,2]. This should
done after all the read/write pulse and recovery, address setup, and DRDY delay have been set.

'

Exit the IDE /O Registers Programming Mode:
An 8-bit I/0 write to 1F2h with a value of 83h.
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5.0 Register Descriptions

There are three broad classes of configuration registers

spaces in the Viper-MAX Chipset:

1) PCl Configuration Register Space

2) System Control Register Space

3) /O Register Space

82C566/82C567/82C568

All three of these register spaces can be found in both the

82C567 and 82C568. Table 5-1 and 5-2 details the locations

and access mechanisms for registers located within these
register spaces.

Table 5-1

82C567 Register Locations and Access Mechanisms

PCI Config. Register Space

System Control Register Space

/O Register Space

Access Access
Location Mechanism Location Access Mechanism Location Mechanism
PCIDVO Through Mecha- | SYSCFG Index loaded in 022h, | I/O Address CF8h, CFCh, CPU Direct
00h-47h nism #1 as: 00h-2Fh Data to/from index IO Address 8Fh /O R/IW
Bus #0, through 024h
Device #0,
Function #0
Table 5-2 82C568 Register Locations and Access Mechanisms
PCI Config. Register Space - System Control Register Space VO Register Space - .o =F.
Access o -Access-:
Location Mechanism . Location Access Mechanism Location ¢ .Mechanism
PCIDV1 Through Mecha- | SYSCFG Index loaded in 022h, | I/O Address 060h, 061h, 064h, CPU Direct
00h-FFh nism #1 as: EOh-FFh Data to/from index 092h - 110 R/IW
Busl#o, through 024h /O Address 8Fh o
Device #1,
Function #0
Integrated Internal 82C206
SYSCFG2 Index loaded in 022h, | I/O Address 000h-00Fh, 020h- | CPU Direct
01h Data to/from index 021h, 040h-043h, 0AOh- /0 RIW
through 023h 0A1h, 0COh-ODER, 408Bh,
SYSCFG Index loaded in 022h, | 481h-4D6h
80h-8Eh, Data to/from index
90h-96h through 024h
Integrated Internal IDE
PCIIDE Through Mecha- IO Address 1FOh-1F6h, 170h- | CPU Direct
00h-43h nism #1 as: 176h, 370h-376h, 3F0h-3F6h | I/O R/W
Bus #0, VO Address 8Fh
Device #1,
Function #1
912-2000-014 . 900419k 00027k5 b59 |
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PCI Contiguration Register Access Method

The following briefly describes how to access the Viper-MAX
Chipset and PCl devices on the slots. The Viper-MAX
Chipset uses PCI Configuration Mechanism #1 to access the
configuration spaces. Two KO locations are used in this
mechanism. The first /O location, CF8h (which must be a
double-word), references a read/write register that is called
CONFIG_ADDRESS. The second /O address, CFCh (which
can be byte, word, or double-word), references a register
called CONFIG_DATA. The general mechanism for access-
ing the configuration space is to write a value into
CONFIG_ADDRESS that specifies the PCI bus, the device
on that bus, and the configuration register in that device
being accessed. A read or write to CONFIG_DATA will then
cause the Viper-MAX Chipset to translate that
CONFIG_ADDRESS value to the requested configuration

cycle on the PC! bus. Below is an example to read PCIDVQ
O0h (the register located at 00h in the PCI Configuration
Space of the 82C567):

MOV EAX,80000800h ;specifies the Device, Function,
and Register number

MOV  DX,0CF8h ;CONFIG_ADDRESS

OUT  DX,EAX

MOV  DX,0CFCh ;CONFIG_DATA

IN EAX,DX

The content of the CONFIG_ADDRESS shown above pos-
sesses the following meanings (device number 10000b
means the 82C567 is designed to use AD11 as the IDSEL)
as shown in Table 5-3.

Table 5-3 CONFIG_ADDRESS Example
31 30 24 | 23 16 |15 11 (10 8 7 2 1 0
-1 - Reserved Bus Number Device Number | Function Number | Register Number
1 | 000 0000 0000 0000 0000 1 000 0000 00
B 80h 00h 08h 00h
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5.1 82C566 Register Space

The 82C566 does not have any registers that can be
accessed directly. However, in the PC1 Configuration Space
of the 82C567 some register bits have been provided for con-
figuring the 82C566.

When the CPU outputs a configuration write cycle to the
82C567, the 82C567 will initiate a special 82C566 configura-
tion write to let the 82C566 snoop the HD bus and latch data
into its internal 32-bit registers. Refer to PCIDV0 44h{2:0] for
programming information.

82C566/82C567/82C568

5.2 82C567 Register Space

This section details the locations, access mechanisms, and
bit formats for registers located within the 82C567.

5.2.1  82C567 PCI Configuration Register Space
(PCIDVO0)

The PCI Configuration Register Space of the 82C567
(PCIDVO) is accessed through Configuration Mechanism #1
as Bus #0, Device #0, and Function #0. Table 5-4 gives the
bit formats for the registers accessed in PCIDVO. All bits are
read/write and their default vaiue is 0 unless ctherwise speci-

fied.

Table 5-4 82C567 PCl Configuration Registers: PCIDV0 00h-47h
7 6 5 4 3 2 1 0
PCIDVO 00h Vendor Identification Register (RO) Default = 45h
PCIDVO 01h Default = 10h
PCIDV0 02h Device Identification Register (RO) Default = 67h
PCIDVO 03h Default = C5h
PCIDVO 04h Command Register - Byte 0 Default = 07h
Address/data PERR# Reserved: Memory write Special Bus master Memory access /0
stepping (RO): output pin: Must be written and invalidate cycles operations “(RO): access
oy . cycle genera- (RO): (ROY: _ (RO):
0 = Disable 0 = Disable to 0. tion (RO): Must =1
(atways) (aways) ion (RO): Must = 0 Must = 1 (always) Must = 1
Must =0 (always) (always) The B2C567 (always)
(always) The 82C567 | This allows the | allowsa PC! | The 82C567
No memory does not 82C567 to per- bus master allows a PCl
write and invali- | respond to the |form bus master | access to mem- | bus master /O
date cycles will PCI special operations at | ory atanytime. | access at any
be generated by cycle. any time. (Default = 1) time.
the 82C567. (Detault = 1) (Default = 1)
PCIDVO 05h Command Register - Byte 1 Default = 00h
Reserved: Fast back-to- SERR#
Must be written tc 0. back to differ- output pin
ent slaves: (RO):
0 = Disable 0 = Disabie
1 = Enable (always)
PCIDVO 06h Status Register - Byte 0 Default = 80h
Fast back-to- Reserved:
back capability Must be written to 0.
(RO):
0 = Not Capable
1 = Capable
(Default = 1)
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Table 5-4 82C567 PCI Configuration Registers: PCIDV0 00h-47h (cont.)
7 ] 6 5 | a 3 E 1 0
PCIDVO 07h Status Register - Byte 1 Default = 02h
Detected SERR# Master Received Signaled target | DEVSEL# timing status (RO): Data parity
parity error status ( abort status target abort abort status Must = 01 (aiways) detected
(RO): RO): (RO): status (RO): (RO): (RO):
Indicates medium timing selec-
Must=0 Must =0 Must=0 0 = No target Must=0 tion: the 82C567 asserts the Must =0
(always) (always) (always) abort (always) DEVSEL# based on medium (always)
1="Targetabort timing.
occurred
{Default = 01)
PCIDVO 08h Revision Identification Register (RO) Defauit = 00h
PCIDVO 09h Class Code Register (RO) - Defauit = 00h
PCIDVO OAh Defauit = 00h
PCIDVO 0Bh Default = 06h
PCIDVO OCh Reserved Register Default = 00h
Reserved: Must be written to 0.
PCIDVO 0Dh Master Latency Timer Register (RO) Default = 00h
PCIDVO OEh Header Type Register (RO) Default = 00h
PCIDVO OFh Built-In Self-Test (BIST) Register (RO) Defauit = 00h
PCIDVO 10h-3Fh Reserved Register (RO) Default = 00h
Reserved: Must be writtento 0.
PCIDVO 40h Memory Control Register - Byte 0 Defauit = 00h
PCl video frame buffer Reserved: PCl to ISA If this bit is set | Write postingto | Write posting to | /O cycle write
write posting hole: : decoding mode: | to 0, then con- | the video frame | the video mem- | post control:
Must be written . )
These bits map onto address bits o 0. 0 = Subtractive tro_l of writes bufter control; ory (A00QOh- 0 = Disable
A[31:30]. Together with PCIDV0 1 = Slow being posted If PCIDVO BFFFFh) 1 = Enable
41h(7:0] they define the 4MB win- onthe PCIbus | 4491 g. control:
dow where write posting can be is determined | 5 _ £ope If PCIDVO
masked. by the setiings | 4 _ pisaple 40h(3] = 0:
of SYSCFG 0 = Enable
15h[5:4). if PCIDVO ; = Disable
this bit 40h[3] = 1: = Uisa
thisbitis set | 4 _ pisabie If PCIDVO
tol,thenno | 4 _ Enanie 40h(3) = 1:
writes will be 0 = Disable
posted on the 1 = Enable
PCI bus except
writes to the
video memory
and frame
buffer areas.
PCIDVO 41h Memory Control Register - Byte 1 Default = 00h

PCl video frame buffer write pasting hole: These bits map onto address bits A{29:22].
Together with PCIDVOQ 40h{7:6] they define the 4MB window where write posting can be masked.
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Table 5-4 82C567 PCI Configuration Registers: PCIDV0 00h-47h (cont.)
7 6 L 4 3 | 2 l 1 ‘ 0
PCIDVO 42h Memory Control Register - Byte 2 Default = 00h
Reserved: Must be written to 0. Reserved: HA drive-back
Must be written | during CPU
to 1. accesses to
memory:
0 = Disable
1 = Enable
PCIDVO 43h Memory Control Register - Byte 3 Default = 00h
Reserved: Must be written to 0.
PCIDVO 44h 82C566 Control Register 1 Default = 00h
6DWFIFO for | 24DWFIFO for | 24DWFIFO for | 6QW FIFO for | Memory read 82C566 ping- | 82C566 ping- | Memory read
CPU write to PCl read from PCl write to CPU write fo | accessesin the pong buffer pong buffer | accessesinthe
PCl: DRAM: DRAM: DRAM: 82C566 if used for PCI used for PCI 82C566:
O=Disable | O=Disable | O=Disable | 0= Disable 44hPOC'?V° master wite "“;‘(5‘19’1"13?" 0= FP Mode
1=Enable | 1=Enable 1= Enable 1= Enable (0] =1and s EER R -1,YY
47h(7]=1: 0=Disable | 0= Disable SDRAM/
0 = SDRAM 1 = Enable 1 = Enable BEDO
1=BEDO
PCIDVO 45h 82C566 Control Register 2 Default = 00h
' Reserved: Must be written to 0. Memory parity Reserved: Byte merge for | MD bus inter-
generation and Mus it CPU write to nal pull-up
checking if | t?oec‘)” men DRAM: |- resistors:
Pcibvo 0=Disable | 0= Enable
45h(1] = 0: 1= Enable 1 = Disable
0 = Disable
1 =Enable
PCIDV0 46h 82C566 Control Register 3 Default = 00h
Reserved: Must be written to 0.
PCIDVO 47h 82C566 Control Register 4 Default = 00h
SDRAM/BEDO | CPU-to-PCl PCl-t0-DRAM | CPU-to-DRAM | 82C566 regis- Reserved: Must be written to 0.
memory read FIFO clearing FIFO clearing FIFO clearing | teris writable:
accesses in when combina- | when combina- | when combina- 0 = Enable
82C566: tion changed: | tign changed;(’) tion changed: 1 = Disable
0 = Disable 0 = Do notclear | 0 = Do not clear | 0 = Do not clear (cnfg-writes
1 = Enable 1 = Clear 1 = Clear 1 = Clear blocked within
82C566)
(1) Bit5 must be set to 1 whenever PCl to DRAM FIFO is tumed on in the system.
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5.2.2 82C567 System Control Register Space (SYSCFG)

An indexing scheme is used to access the System Control The index resets after every access; so every data access
Register Space (SYSCFG) of the 82C567. Port 022h is used (via Port 024h) must be preceded by a write to Port 022h
as the Index Register and Port 024h as the Data Register. even if the same register is being accessed consecutively.
Each access to a register within this space consists of:

1)

index 023h is the Data Register for DMA clock select.
a write to Port 022h, specifying the desired register in the

data byte, Table 5-5 gives the bit formats for the System Control Regis-

ters accessed in SYSCFG. All bits are read/write and their
2. followed by a read or write to Port 024h with the actual default value is 0 unless otherwise specified.

register data.

Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh
7 6 5 4 3 2 1 0
SYSCFG 00h Byte Merge/Prefetch & Sony Cache Module Control Register(" Defauit = 00h
Enable pipelin- | Video memory | Sony SONIC- Byteiword Byte/word Time-out counter for Enable intemal
ing of single byte/word read | 2WP support | merge support: merging with byte/word merge: hold requests
CPUcyclesto |prefetch enabie: enable:@ 0 = Disable CPU pipelining | This setting determines the maxi- | 10 be blocked
memory: This setting 0 =No Sony 1 = Enable {NA# genera- mum time difference between | While perform-
0 = Disable enables/dis- SONIC-2WP tion) support: | two consecutive PCI bytefword | ing byte merge:
1 = Enable ables the installed 0 = Disable writes to allow merging. 0 = Disable
prefetching of 1= Sony 1 =Enable 00=4CPUCLKs 1= Enable
bytes/words/ | SONIC-2WP 01=8CPUCLKs "~ |-
from PCi video installed 10 = 12 CPU CLKs
memory by the 11 = 16 CPU CLKs
CPU.
@ = Disable
. -t =FEnable N
(1) SYSCFG 13n(7] must be setto 1 in order for this register to be mapped correctly (full memory decode).
(2) I bit5 is set, ensure that the L2 cache has been disabied (i.e., set SYSCFG 02h[3:2] = 00). :
SYSCFG 01h DRAM Contrel Register 1 Defauit = 00h
Row address RAS# active/ RAS puise CAS pulse CAS pulse RAS
hold after inactive on width used during refresh: width during width during precharge time:
RASH# active: | entering master 00=7 CLKs reads: writes: 00 =6 CLKs
0=2CLKs mode: 01 =6 CLKs 0=3CLKs 0=3CLKs 01=5CLKs
1=1CLK 0 = Nomal 10=5CLKs 1=2CLKs 1=2CLKs 10=4 CLKs
page mode, 11=4 CLKs 11=3 CLKs
RAS# active
when starting
master cycle
1 = RAS# inac-
tive when stan-
ing a master
cycle [
SYSCFG 02h Cache Control Register 1 Default = 0Ch
L2 cache size selection: L.2 cache write policy: L2 cache operating mode select: DRAM CAS
If SYSCFG if SYSCFG 00 = L2 cache write-through 00 = Disable posted write: | precharge time:
OFh[0]=0 0Fh{0] = 1 01 = Adaptive Write-back Mode 1 |01 = Test Mode 1; Extemal Tag 0 = Disable 0=2CLKs
00 =Reserved 00=1MB 10 = Adaptive Write-back Mode 2 Write (Tag data write- 1 = Enable 1=1CLK
01 =Reserved 01=2MB 11 = L2 cache write-back through SYSCFG 07h)
10 = 256K 10 = Reserved 10 = Test Mode 2; Extenal Tag
11=512K 11 = Reserved Read (Tag data read from
SYSCFG 07h)
11 = Enable L2 cache
OPT1
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 6 5 4 3 | 2 I 1 | 0
SYSCFG 03h Cache Control Register 2 Default = 00h
Timing for burst writes Leadoff cycle time for writes Timing for burst reads Leadoff cycle time for reads
to L2 cache: to L2 cache: to L2 cache: o L2 cache:
00 =X-4-4-4 10=X-2-2-2 00 =5-X-X-X 10 = 3-X-X-X 00 =X-4-4-4 10=X-2-2-2 00 =5-X-X-X 10 = 3-X-X-X
01=X-3-3-3 11=X-1-11 01 =4-X-X-X 11 =2-X-X-X 01 =X-3-3-3 11 =X-1-1-1 01 =4-X-X-X 11 = 2-X-X-X(1

(1) Sync SRAM double bank implementation does not support this timing.

SYSCFG 04h

EFFFFh area
will always be
non-cacheable
1 = E0000h-
EFFFFh area
will be treated
like the FOO00N
BIOS area.

If this bit is set,
then SYSCFG
06h[3:2) and
[1:0] Shouid be
set identically.

Shadow RAM Control Register 1 Default = 00h
CCO0Oh-CFFFFh C8000h-CBFFFh Sync SRAM E0000h- C0000h-C7FFFh
readAwrite control: read/write control: pipelined read | EFFFFh range read/write control:
00 = Read/write PCI bus 00 = Read/write PCl bus cycle 1-1-1-1 selection: |00 = ReadMwrite PCI bus
01 = Read from DRAM / write to |01 = Read from DRAM / write to enable:(") Determines |01 = Read from DRAM / write to
PCI PCI 0 = Implies whether this PCl
10 = Read from PC! / write to 10 = Read from PCIl / write to leadoff T-state region will be | 10 = Read from PC} / write to
DRAM DRAM for read pipe- treated like the DRAM
11 = Read/write DRAM 11 = Read/write DRAM lined cycle = 22| FO000 BIOS |11 = ReadAwrite DRAM
area or
:e; di'f‘fa?f; e | whetheritwil
for read pipe- aways be non-
) cacheable.
lined cycle = 1
0 = EQOOON-

@)

(1) i SYSCFG 11h[3] =1 (i.e., sync SRAM chosen) and if SYSCFG 03h[3:2] = 11, then this register setting comes into play.
it will be a 3-1-1-1 cycle followed by a 2-1-1-1 cycle, or a 3-1-1-1 cycle for successive piped cycles.
(3) Itwillbe a 3-1-1-1 cycle followed by a 1-1-1-1 cycle for successive piped cycles. This is valid only for a single bank case.

SYSCFG 05h

Shadow RAM Control Register 2

Defauit = 0Ch

DCO0Oh-DFFFFh
read/write control:
00 = Read/write PCl bus
01 = Read from DRAM / write to
PCI
10 = Read from PC I/ write to
DRAM
11 = Readiwrite DRAM

DB0QCh-DBFFFh
read/write control:
00 = Read/write PCl bus
01 = Read from DRAM / write to
PCI
10 = Read from PCI / write to
DRAM
11 = Read/write DRAM

D4000h-D7FFFh
read/write control:

00 = Read/write PC! bus

01 = Read from DRAM / write to
PCI

10 = Read from PCI / write to
DRAM

11 = Read/write DRAM

D00Q0Oh-D3FFFh
read/write control:

00 = ReadAwrite PCI bus

01 = Read from DRAM / write to
PCI

10 = Read from PCi / write to

DRAM

11 = Read/Mwrite DRAM
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 1 & | 5 | s | 2 | 0
SYSCFG 06h Shadow RAM Control Register 3 Default = 00h
DRAM hole | Wait state addi- C0000h- F0O0Oh- FO00Ch-FFFFFh ED00Oh-EFFFFh
in system tion for PC} C7FFFh FFFFFh read/write control: read/write control:
memory from master cacheability: cacheability: |00 = Readwrite PCI bus 00 = Read/write PCl bus
80000h- snooping: {0 = Not 0 = Not 01 = Read from DRAM / write to {01 = Read from DRAM / write to
9FFFFh:) |0 =Donotadd |Cacheable Cacheable PCI PCI
O=Noholein |awaitstatefor |1 = Cacheable |1=Cacheable |10 =Read from PCi/write to 10 = Read from PC! / write o
memory the cycle inL1and L2 in Lt and L2 DRAM DRAM
1 = Enable hole | @ccess ﬁnish.to (L1 disabled by | (L1 disabledby |11 =Read/write DRAM 11 = Read/write DRAM
in memory do the snooping | SYSCFG SYSCFG If SYSCFG 04h[2] = 1, then the
1 = Add await |08h[0]) 08h{o E0000h-EFFFFh read/write con-

state for the
cycle access to
finish and then
do the snooping

trol should have the same setting
as this. P

(1) This setting gives the user the option to have some other device in the address range 80000h-9FFFFh instead of system memory. When

bit 7 is set, the 82C567 will not start the system DRAM controller for accesses.to this particular address range.

SYSCFG 07h ) Tag Test Register Default = 00h
" Data from this register is written to the tag, if in Test Mode 1 (refer tc SYSCFG 02h).
Data from the tag is read into this register, if in Test Mode 2 {refer to SYSCFG 02h).
SYSCFG 08h CPU Cache Control Register- Default = 00h
L2 cache Snoop filtering CPU HITM# Parity Tag/Dirty RAM | CPU address L1 cache BIOS area
single/double for bus pin sample checking: implementation: pipelining: write-back and | cacheability in
_bank select: masters:) timing: 0=Disable |0=Tagand 0 = Disable | write-through L1 cache:
0 = Double. 0= Disable |0 =Delay1 1 =Enable |Dirty arean 1 = Enable control: Determines if
bank (If async 1 = Enable CLK (HITM# separate chip 0 = Write- system BIOS
SRAM, then sampled on 3rd (i.e., a separate - through only area EOOQOh-
the banks are rising edge of x1 or x8 SRAM 1 = Write-back FFFFFh (if
interfeaved. If LCLK after for the Dirty enabled SYSCFG 04hi2}
sync SRAM, EADS# asser- RAM) = 1) or FOOQ0h-
they are not tion) 1= Tag and FFFFFh (lf
interleaved.) 1 = No delay Dirty are on the SYSCFG 04h(2]
1 = Single bank (HITM# sam- same chip (i.e., =0), and video
(non-inter- pled on 2nd ris- couid be either BIOS area
leaved) ing edge of axgorx8 Tag/ C0000h-
LCLK after Dirty RAM) C7FFFhis
EADS# asser- cacheable in
tion) L1 or not.
0 = Cacheable
1 = Non-Cache-
able

(1) Fora master request if the subsequent read/write is within the same cache line, CPU 'Inquire’ cycles are not done until there is a cache
line miss (i.e., line comparator not activated for accesses within the same cache ling).

Address for this hole is specified
in SYSCFG 0Bh(7:0] and 0Ch[3:2]

10 = Non-cacheable for L1 and L2
11 = Enable hole in DRAM

Address for this hole is specified
in SYSCFG 0Ah(7:0} and OCh[1:0]

SYSCFG 0%h System Memory Function Register Default = 00h
DRAM Hole B size: DRAM Hole B control mode: DRAM Hole A size: DRAM Hole A control mode:
00 =512KB 10=2MB |00 = Disable 00 =512KB 10 =2MB | 00 = Disable
01=1MB 11=4MB |01 = WT forL1 and L2 01 =1MB 11=4MB |01 =WTforL1and!2

10 = Non-cacheable for L1 and L2
11 = Enable hole in DRAM
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)

7 6 L 5 4 3 2 1 0
SYSCFG 0Ah DRAM Hole A Address Decode Register 1 Default = 00h
DRAM Hole A starting address: These bits along with SYSCFG 0Ch{1:0] are used to specify the
starting address of DRAM Hole A. These bits, AST[7:0], map onto HA[26:19] lines.

SYSCFG 0Bh DRAM Hole B Address Decode Register 2 Default = 00h
DRAM Hole B starting address: These bits along with SYSCFG 0Ch[3:2] are used to specify the
starting address of DRAM Hole A. These bits, BST[7:0], map onto HA(26:19] lines.

SYSCFG 0Ch DRAM Hole Higher Address Default = 00h

Reserved: Fast BRDY# | HACALE cycle:| Cache WE# DRAM Hole B DRAM Hole A
Must be written | generation for 0 = Normal pulse width: starting address: starting address:
10 0. DRAM write timing 0=Normal (i.e., | These bits are used in conjunction | These bits are used in conjunction
page hits. 1 = HACALE ~15ns) with the bits in SYSCFG 0Bh to | with the bits in SYSCFG 0Ah to
BRDY# for one-half a 1 = Wider (i.e., | specify the starting address of specify the starting address of
DRAM writes clock cycle ~17.5ns) DRAM Hole B. These bits, DRAM Hole A. Thess bits,
generated on: early BST[9:8], map onfo HA[28:27). AST[9:8], map onto HA[28:27].
0 = 4th CLK
1 =23rd CLK
SYSCFG 0Dh Clock Conirol Register Default = 00h
Reserved: Enabie Add one morg Give the CPU clock is
Must be written to 0. A000Ch- wait state dur- | 82C567 control | slowed down to
BFFFFh ing PCl master | of the PCl bus | below 33MHz:
as system cycle with Intel- | on STOP# gen- 0=No
memory: type address eration after 1=Yes *
0=No togg”ng(‘): HITM# is active: ©
1=Yes 0=No 0 =No
1=Yeas 1 =Yes®

M
@)

If the PCI master does its address toggling in the style of the intel 486 burst, rather than a linear burst mode style, then one wait state
needs to be added.

The 82C567 has control over the PCI bus until the write-back is compteted. If PCI master pre-snoop has been enabled (SYSCFG
OFh[7] = 1), 0Dh[1] shoulid be set to 1.

SYSCFG 0Eh PCl Master Burst Control Register 1 Default = 00h
Reserved: Pin 55 and 57 Reserved: Reserved: Parity check Fast NA# Write PCl line
Must be functionality: Must be Must be during master generation: protection for comparator (if
writento 0. [0 = Pin55is written to 0. written to 0. cycles (if 0 = Disable L1 BIOS: SYSCFG
OCDOE# SYSCFG 1 = Enable for 0=No 08h{6] = 1):
or HLDA or 08h[4] = 1): every single 1=VYes 0 = Use line
SDRAS# 0 =Enable transfer cycle comparator in
and pin 57 1 = Disable PCl master
is 1 = Generate
OCAWEH, inquire cycle
CAS10#, for every new
HOLD, or FRAME#
SDCAS#
1= Pin55is
MEMR#
and
Pin 57 is
MEMW#
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 | 6 | 5 | a 3 | 2 l 1 0
SYSCFG OFh PCl Master Burst Control Register 2 Default = 00h
PCI pre-snoop: Insert wait Reserved: Resynchronize | New mode of CPUto L2 Write pulse Cache size

0 = Disable states for ISA | Must be written PCl master single cycle cache hit duration control selection:

1 = Enable(t) | master access: o 0. accesses o NA#: cycles, ASDC# | for operation This bitalong
0=No system DRAM: | ¢ = Disable generation with async with SYSCFG
1= Yes 0 =No 1 = Enable from chipset: SRAM: 02h(1:0}

1=Yes? 0 = Enable This bitis used | defines the L2

1 = Disable® | when the write cache size.
cycle takes the 0=<1MB
form of 3-X-X-X. 1=>1MB

0=1CPUCLK

1 =CPUCLK/2

plus the delay

of an intemal

delay line

m
@

3)

The 82C567 generates a pre-snoop cycle to the CPU assuming that the PCl master wili do a burst.
If bit 4 = 1in sync SRAM mode, PCi master access to system memory will force the master to wait for the current cycle to finish and the
CPU-PCI clock to become sync. This is a conservative mode.
SYSCFG OFh{2] needs 1o be set if pipelined sync SRAMSs are being used.

SYSCFG 10h Miscellaneous Control Register 1 Default = 00h
CPUto PCl/ | Cache modified | Leadoff cycle 2-X-X-X Move the write | Move the write Reserved: LCLK select
1SA slave cycle write cycle fora pipelined | pipelined write | pulse one-haif | puise one-haif | pmust be written control:(1);
1 triggered: timing: read: hit.cycles: aclock latérin | aclock earlierin fo 1. LCLK <= 1/2
0'=After2nd T2| 0 =No delayon | 0 = 3-X-X-X 0 = Disable X-2-2-2 write [ 3-X-X-X write CPUCLK
1= After 1st T2 CA4 read followed 1= Enable it cycles: hit cycles: period before
1=Inatwo by a 3-X-X-X 0=No 0=No CPUCLK
bank cache, pipelined read 1=Yes 1=Yes LCLK <= 0.5ns
CA4is delayed cycle after CPUCLK
one-half clock 1 = 3-X-X-X 0=LCLKis
read followed async to the
by a 2-X-X-X CPUCLK
pipefined read 1=LCLKis
cycle sync to the
CPUCLK
Note: In the
synch LCLK
option, LCLK =
CPUCLK/2.

M

If bit O is set, (i.e., a sync PCl implementation is being used) then the timing constraints between the LCLK and CPUCLK inputs 1o the
82C567 must be met,
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 6 J 5 4 3 ] 2 | 1 0
SYSCFG 11h Miscellaneous Control Register 2 Default = 00h
Reserved: Cacheinactive | Nextaddress SRAM type: Page miss ISA/DMA Delay start:
Must be written to 0. during ldle (NA#) mode 0 = Async posted write: JIOCHRDY 0 = Old mode,
state control: controi:(" SRAM 0 = Enabie control: do not delay
This bit con- | g _ Normal NA# 1=Sync 1 =Disable | 0=0ld mode, | internal master
trols the chip | iming used with SRAM noIOCHRDY | cycle cycles
selects ofthe | a5y nc SRAMS during fine hit | after an inquire
SRAMs. 1=New NA# 1= Drive cycle
0= SRAM timing for sync IOCHRDY low | 1 = Delay inter-
active always | SRAMs - used until cycle is nal master
1= SRAM only when CPU finished cycles by one
inactive during operating at LCLK after
ldle state 50MHz inquire cycle

(1)

if the CPU is used at a S0MHz operating frequency, then a 2-1-1-1 cycle on read/write hits to the sync SRAM can be obtained. To obtain
this performance, the ADS# output of the CPU needs to be connected to the ADSP# input of the sync SRAM directly and bit 4 needs to
be set. By sefting bit 4, generation of the NA# signal from the chipset to the CPU is controlled.

SYSCFG 12h Refresh Control Register Defauit = 00h
REFRESH# Reserved: Suspend mode refresh: Slow refresh: LA[23:17] Reserved:
pulse source: | Must be written |00 = From CLK state machine Refresh an: enable from | Myst be written
0= From t0 0. 01 = Self-refresh based on 32KHz | 00 = Every REFRESH#/32KHz 8Fh during to 0.
B2C568 or ISA only falling edge refresh: @
master is 10 = Normal refresh based on 01 =Altemate REFRESH#/32KHz 0 = Disable
source of the 32KHz only falling edge 1 = Enable
REFRESH# 11 = Undefined 10 = One in four REFRESH#/ ce
input 32KHz falling edge
1 =From 32kHz 11 = Every REFRESH#/32KHz
clock foggle
SYSCFG 13h Memory Decode Control Register 1 Default = 00h
Memory decode Full decode for logical Bank 1 (RAS1#) SMRAM: Full decode for logical Bank 0 (RASO#)
select: if SYSCFG 13h(7] is set: 0 = Disable if SYSCFG 13h[7] is set:
This bit must 000 = 0Kx36 100 = 2Mx36 1 =Enable 000 = OKx36 100 = 2Mx36
be setto 1 for 001 = 256Kx36 101 = 4Mx36 001 = 256Kx36 101 = 4Mx36
full decode 010 = 512Kx36 110 = 8Mx36 010 =512Kx36 110 = 8Mx36
(maximum flexi- 011 = 1Mx36 111 = 16Mx36 011 = 1Mx36 111 = 16Mx36
bitity in choos-
ing different
DRAM configu-
rations)
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)

7 | 6 [ 5 | 4 3 ! 2 | 1 0

SYSCFG 14h Memory Decode Control Register 2 Default = 00h

82C566 mode: Full decode for logical Bank 3 (RAS3#) SMRAM Full decode for logical Bank 2 (RAS2#)
0 = Nomal if SYSCFG 13h[7]is set: control: if SYSCFG 13h{7] is set:
mode 000 = 0Kx36 100 = 2Mx36 Inactive 000 = 0Kx36 100 = 2Mx36
1= Clocked 001 =256Kx36 101 = 4Mx36 SMIACT#: 001 =256Kx36 101 = 4Mx36
mode 010 = 512Kx36 110 = 8Mx36 0 = Disable 010 =512Kx36 110 = 8Mx36
{Must =1 for 011 = 1Mx36 111 = 16Mx36 SMRAM 011 = 1Mx36 111 = 16Mx36
EDO timing) 1 = Enable
SMRAM{
Active
SMIACT#:
0 = Enable
SMRAM for
both Code and
Data(®
1 = Enable
SMRAM for
Code only ()

(1) 1t SYSCFG 13nh({3]is set.

SYSCFG 15h ) PCl Cycle Control Register 1 Default = 00h |

CPU master to PCl memory slave CPU master to PCl slave - ‘Master retry timer: Reserved: PCl FRAME#

write IRDY# control: write posting, bursting control: Selects the delay before retry is | Must be written generation

00 = 3 LCLKs after data 00 = No posting, no bursting o attempted, to 0. control:

01 = 2 LCLKs after data 01 = Posting only, no bursting " 00 =10 PCICLKs 0 = Conserva-
10 =1 LCLK after data 10 = Posting, with conservative " .01=18 PCICLKs tive mode in
11 = 0 LCLK after data bursting " 10 = 34 PCICLKs CPU pipelined

11 = Posting, with aggressive 11 = 66 PCICLKs cycle
bursting - 1 = Aggressive
mode

SYSCFG 16h Dirty/Tag RAM Control Register Defauit = 00h

DIRTYI pin Reserved: Tag RAM size | Single write hit Pre-snoop Synchroniza- Reserved: HDOE#
selection:(M Must be written selection:@ leadoff cycle in control: tion between | Must be written | liming control:
0 = Input only to 0. 0 = 8-bit acombined | o= pre-snoop | the PClbus to 0. 0 = Negated
1=1/0 1 = 7-bit Dirty/Tagimple- | for starting clock (LCLK) nomally
mentation:® | address Oonly | and the CPU 1 = Negated
0=5cycles | 1=Pre-snoop | clock (CLK):4 one clock
1 =4cycles forall 0=LCLK before the
addresses | async to CLK cycle finishes
except those 1 = LCLK sync
on the line to CLK (skew
boundary not to exceed
-2ns to 15ns)

(1) [Ifusinga x1 SRAM for the Dirty RAM in which there is a separate DintyIn and a separate DirtyOut bit, then the DIRTY! pin becomes an
input only. If using a standard x8 or x9 SRAM, where there is no separate pin for inputand output, then the DIRTY| pin becomes an /O
pin.

(2) ta7-bit Tagis being used and a combined Tag/Dirtly RAM is being used, then TAGO functions as the DIRTYIO signal. In this case, the
DIRTYI pin is unused.

(3) Ibitdisset1, SYSCFG 22h[0] should be setto 1.

(4) Itshould be noted that LCLK could be async to CLK also. This bit therefore implies that the PCI clock is either sync o the CPU clock with
a skew not to exceed -2ns to 15ns, or that the PCI clock is async to the CPU clock.
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)

7 l 6 5 4 3 | 2 I 1 l 0
SYSCFG 17h PCi Cycle Control Register 2 Defauit = 00h
Reserved: Generate NA# | Sync two bank Reserved: Reserved: Pipelining Sync SRAM Burst type:
Must be written | for PClslave select: Must be Must be during byte type (if 0 = Intel burst

to 0. access in 0=Reserved | writtento 0. written to 0. merge: SYSCFG protocol
async LCLK | 1 = Set this bit 0 = Disable 11h3]=1): | 1 = Cyrix linear
mode: to 1 when two 1= Enable 0 = Standard | burst protocol
0=No banks of sync 1 = Pipelined
1=Yes SRAM are
This bit will be installed
overridden if bit
7 is set.
SYSCFG 18h Tristate Control Register Default = 00h
Reserved: Drive strength | CAS lines volt- | Drive strength | Tristate CPU Tristate PCI Tristate cache | Puli-up/-down
Must be written | on RAS lines: | age selection: on memory interface during | interface during | interface during | resistors active
to 0. 0=4mA 0=5.0V address lines Suspend and Suspend and Suspend and during
1=16mA 1=33V and write during CPU during PCI during cache Suspend and
enable line: power-off: power-off; power-off: power-off:
0 =4mA 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1=16mA 1 = Enable 1 = Enable 1 =Enable 1 = Enable
SYSCFG 19h Memory Decode Control Register 3 , Default = 00h
Pin 189 Full decode for logical bank 5 (RAS54#) Pin 71 Full decode for logical bank 4 (RAS4#)
functionality:{! if SYSCFG 13n[7] is set and 19h(7] is set: functionality:(2 it SYSCFG 13h[7] is set and 19h[3] is set:
0=DIRTYWE# 000 = OKx36 100 = 2Mx36 0 =MAT1 000 = OKx36. . 100 =2Mx36
1 = RAS5# 001 = 256Kx36 101 = 4Mx36 1 = RAS4# 001 = 256Kx36 101 = 4Mx36
010 =512Kx36 110 = 8Mx36 010 = 512Kx36 110 = Undefined -
011 = 1Mx36 111 = 16Mx36 011 =1Mx36 111 = Undefined
(1) it six DRAM banks have been chosen, the DIRTYWE# line will become RASS# if bit 7 = 1. If six banks of DRAM are chosen, then a com-
bined Dirty/Tag SRAM solution must be implemented or else it will not have a Dirty RAM. )
(2) Iffive DRAM banks have been chosen, the MA11 line will become RAS4# if bit 3 = 1. If bit 3 is setto 1, none of the DRAM banks will sup-
port the 8Mx36 or 16Mx36 options.
SYSCFG 1Ah Memory Shadow Control Register 1 Default = 00h
Reserved: Time that CPU is ensured for bus C8000h- Read and write control of Read and write control of
Must be written | utilization during every 15ps of DFFFFFh CEO00h-CFFFFh for shadowing | CA000Oh-CBFFFh for shadowing
to 0. system operation:(" shadowing it SYSCFG 1An[4] = 1: if SYSCFG 1Ah{4] = 1:
00 = No bandwidth guarantee granularity: 100 = Readwrite PCI 00 = Read/write PCI
01 = 1ys guarantee 0= 16KB 10 = Read from PCl / write to 10 = Read from PCI/ write to
10 = 2us guarantee 1 =8KB DRAM DRAM
11 = 4us guarantee 11 = Read from DRAM /writeto |11 = Read from DRAM / write fo
DRAM DRAM
01 = Read from DRAM /write to |01 = Read from DRAM / write to
PCl PCI
(1) Bits[6:5]) allow the user to guarantee the CPU a percentage of the fotal available bus bandwidth, if he so desires. When these bits are
programmed, the CPU is ensured of utilization of the bus for up to 4us of every 15us of operation of the system. This is achieved by not
granting bus ownership to other requesting devices.
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 | 6 | 5 | a | 3 | 2 I 1 0
SYSCFG 1Bh Memory Shadow Control Register 2 Default = 00h
Read and write control of

if SYSCFG 1Ah{4] = 1;
00 = Read/iwrite PCI
10 = Read from PCl / write to

DEO0QOh-DFFFFh for shadowing

Read and write control of
DACGOOh-DBFFFh for shadowing
if SYSCFG 1Ah[4] = 1:
00 = Read/write PCi
10 = Read from PCI / write to

Read and write control of
D6000h-D7FFFh for shadowing
if SYSCFG 1Ah[4] = 1:
00 = Read/write PCI
10 = Read from PCl / write to

Read and write control of
D2000h-D3FFFh for shadowing
if SYSCFG 1An[4] = 1:

00 = Read/write PCI
10 = Read from PC) / write to

DRAM DRAM DRAM DRAM
11=Read from DRAM /writeto |11 = Read from DRAM /writeto | 11 = Read from DRAM /writeto |11 = Read from DRAM / write to
DRAM DRAM DRAM DRAM
01 = Read from DRAM /writeto |01 = Read from DRAM /write to |01 =Read from DRAM /write to |01 = Read from DRAM / write fo
PCI PCi PCi PCI
SYSCFG 1Ch EDO DRAM Control Register Default = 00h
EDO DRAM usage: Viper-MAX CAS puise
Each bitis setto a 1ifthe useris using EDO DRAMSs in each of the available six banks. Bit 2 corresponds Chipset width during
to Bank 0 and bit 7 comresponds to Bank 5, yielding a total of six banks that the user can populate. operatingata DRAM
0 = Standard page mode DRAM frequency of accesses:
1= EDO DRAM 50MHz:(" | 0= CAS pulse
0=No width deter-
1=Yes mined by
- SYSCFG 01h[3]
1 = CAS pulse
width is.one
CPUCLK®
1

Bit 1 is set by the user when the chipset is operating at a frequency of 50MHz. The setting of this bit could potentlally improve DRAM
access times gven if the user is not using EDO DRAMs.

The width of the pulse is one- CPU clock if the Viper-MAX Chipset is operating at 50MHz (selected by the setting of bit 1) if it is interfaced
to EDO DRAMSs (selected by bits (7:2}).

SYSCFG 1Dh Miscellaneous Control Register 3 Default = 00h
Reserved: DWE# timing DRAM read DMA accesses Reserved: Accesses to Accesses to
Must be written to 0. selection:(" leadoff cycle: from system Must be written B0OOOOh- A000Ch-
0 = Normal 0 = Normal memory: to 1if 08h[4] = 1 BFFFFh during | AFFFFh during
1=Removed | 1= Reduced 0 = Enable (if parity is SMM mode: SMM mode:
| one CLK eartier by one CLK 1 = Disable enabled). 0 = Accesses 0 = Accesses
go to main go to main
memory memory
1 = Accesses 1 = Accesses
goto PClbus | goto PClbus

{1) When using a buffered DWE# solution and the DRAM load is substantial, bit 5 may have to be set if the system begins to malfunction.
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)

7 1 6 5 4 3 | 2 l 1 0
SYSCFG 1Eh BOFF# Control Register Default = 00h
PCl master Reserved: Retry PCi pre- | BOFF# genera- Deadlock Reserved: When set to 1, Reserved:

read cycle: Must be written | Snoop HITM# | tion if the PCI situation:(" Must be written | PClbursting will | Must be written
0 = Wait for to 1. cycle: fetry cycleisin | o _ No way 1o to1. be disabled if 1o 0.
IRDY# to be 0 = Disable AQOOOh- avert deadlock BE[7:4}# and/or
assarted before 1= Enable BFFFFh range: situation if the BE[3:0]# are not
asserting 0=Notgener- | write posting all 0.
TRDY# ated ifbit3 =1 buffer on the
t = Generate 1=Generated if PCl-to-PCl
TRDY # when bit3 =1 bridge has been
checking for Ifbit3isnotset |  enabled
the status of to 1, then the 1 = BOFF#is
IRDY# setting of this bit | asserted to the

has no etfect.

CPU if deadlock
situation occurs

M

In a situation where there is a PCl-t0-PCl bridge in a system and that bridge supports write posting, the following deadlock condition can
occur. The bridge posts data from a master on the secondary PCI bus into its FIFO. if at the same time the 82C567 is accessing the

bridge as a target, then the bridge will tell the 82C567 to retry its request after it has serviced out its FIFQ. This will result in a deadiock
situation. Bit 3 needs to be set to 1 if a DEC 21050 PCl-to-PCl bridge (or a similar chip) is being used.

SYSCFG 1Fh EDOC Timing Control Register N Defauit = 00h
0 = Normal 0 = Nomal NA# DRAM read Reserved: Chip selects Block AHOLD 0D0000>
1 = Generate (fast page generation: cycle leadoff | nust be written and write during Hidden O0DFFFFhis
conflict during mode) 0 = Aggressive | reduced by 1 0 0. enables for T Refresr}: cacheable in
EDO detection | 1= Detect EDO | (enabled with | CloCk o sup- async SRAM: | 0 = Enable Lt and L2:@
(bit & set) if nec- EDO or 50MHz | port 5-2-2-2 at 0=8CS#and1 (Normal) 0=No=*
essary operation and 50MHz: WE# 1 = Disable 1=VYes’
X-2-2-2 timing | 0 = No (Nomal) 1=1CS#and8
selection 1=Yes WE# (CS# is
1 = Normal OCAWE#in this
mode)") i
(In sync SRAM
mode, ADSC#
and ADV# are
swapped.)

1

This is only good for single bank cache. ECAWE# pin will become CS#.

(2) Before turning on bit 0, 0D0000-0OFFFFh needs to be readable/writable and shadowed. When cached into L1, it will be in write-back
mode if SYSCFG 08h([1] is an. There is no write protection in this region if bit 0 is set.

SYSCFG 20h DRAM Burst Control Register Default = 00h
Reserved: DRAM post Reserved: PCl master DRAM write burst cycle control DRAM read burst cycie control
Must be written write during Must be written parity: during PCI master cycles: during PCI master cycles:
1. HITM# cycle o 0. 0 = Disable 00 = Reserved 00 = Reserved
during PCI mas- 1 = Enable 01 =X-3-3-3 01 =X-3-3-3

ter access: 10 = X-2-2-2 10 = X-2-2-2

0 = Disable 11 =X-1-1-1 11 =X-1-141

1 = Enable
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 6 ] 5 | 4 3 | 2 | 1 0
SYSCFG 21h PCl Concurrence Control Register Defauit = 00h
Concurrence | 00 = No concurrence on PCl mas- Reserved: 0=NormalTag [0=If Tag= L2 cache write CPU bus
timer: ter and CPU/LL2 Must be written write 1101 1111b => mode during arbitration
0 =Conserva- |lfbit 1 = 1 then: o 0. 1 = Ifbit 1 is set, |invalid combi- master cycle: protocol:
tive X1 = PCl master and CPU/L2 always write | nation 0 = Write- 0 = HOLD+
1 = Aggressive | concurrence for PCI write invalid invalid Tag dur- | 1 = ifcache size through HLDA
cycles ing line fill.  |=256K, Tag= | { =write-back | 1=BOFF#+
1X = PCl master and CPU/L2 0000 1100b => AHOLD
concurrence for PCI read multiple invalid combi-
and read line cycles nation (C-
FOOOON). if
cache size >
. | 256K, Tag =
1011 1111b =>
invalid combi-
nation
Valid only
when bit1 =1,
SYSCFG 22h Inquire Cycle Control Register Default = 00h
0=AHOLD+ | OCAWE# and Reserved: HRQ s sync to Reserved: EADS# generation: Single write hit
BOFF# OCDOE# pin | Must be written LCLK: Must be written |00 = Normal for inquire cycle leadoft cycle in
1=HOLD+ | functionality in to 0. 0 =No t00.  |01=1CPUCLK earller a combined
HLDA single bank 1=Yes 10 = 1 CPU CLK earlier with Dirty/Tag imple-
If SYSCFG cache: (Must = 1 for async clock mentation:®
21h{0) = 0, this | 0= No change DDMA opera- 2 CPU CLK earlier with sync | 0 = 5 cycles
bit must be set | 1= OCAWE# tion) clock 1 =4cycles
to1. becomes ECA4 11 = Reserved
it 210{0] = 1, and OCDOE#
this bit must be becomes
setto 0. ECA3(

tem.

)

If bit 1 is set 1, SYSCFG 16h[4] should be setto 1.

(1) Thisis to reduce cache address 0/1 (CA4/3) loading to improve timing if necessary.

Do not set bit & if two banks of cache are in the sys-

SYSCFG 23h Pre-Snoop Control Register Default = 00h
Generate intar- Bank 0 is Pre-snoop for | Pre-snoop for Reserved: Reserved: Two clock Reserved:
nal BREAK selected asfirst | PClI X-1-1-1 PCI X-1-1-1 Must be written | Must be written | MREQ# high | Must be written
signal during or lastbank: | write invalidate: | read multiple 10 0. 01, extention by 0 0.
masteraccess- | ¢ = First bank 0 = Disable and read line: additional two
ing oflocal 1 = Last bank 1 = Enable 0 = Disable clocks:
memory 1 = Enable 0 = Disable
cycle:t) 1 = Enable
0 = Old Mode Note: Set this
1 = New Mode bitto 1 in UMA
systems

(1) Old Mode conditions: Sync SRAM, starting address AD[4:2] not = 000 or non-linear mode, master L2 cache write-through
New Mode conditions: Sync SRAM, starting address AD[4:2] not = 000 or non-linear mode, master L2 cache write-through, L2 cache hit

e S Sy
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)

7 1 6 5 4 3 { 2 | 1 0
SYSCFG 24h Asymmetric DRAM Configuration Register Default = 00h
Logical Bank 3 DRAM type: Logical Bank 2 DRAM type: Logical Bank 1 DRAM type: Logical Bank 0 DRAM type:

00 = Sym DRAM 00 = Sym DRAM 00 = Sym DRAM 00 = Sym DRAM
01 = Asym DRAM - x8 type 01 = Asym DRAM - x8 type 01 = Asym DRAM - x8 type 01 = Asym DRAM - x8 type
10 = Asym DRAM - x9 type 10 = Asym DRAM - x9 type 10 = Asym DRAM - x9 type 10 = Asym DRAM - x8 type
11= Asym DRAM - x10 type 11= Asym DRAM - x10 type 11= Asym DRAM - x10 type 11= Asym DRAM - x10 type
SYSCFG 25h GUI Memory Location Register Defauit = 00h
GUI memory location: A[31:27) UMA size: Reserved:
0 = Decided by Must be written to 0.
SYSCFG
- 26h[5:4]
1=0.5MB if
SYSCFG
26h{5:4] = 00
SYSCFG 26h UMA Control Register Default = 00h
ISA master to ISA SA GUI memory size: 5-2-2-2 EDO {00 = Normal UMA support:
DRAMcycle | address latch: 00 = 1MB DRAM read im- | 01 = For low priority GUI request, | 0 = Disable
CASwidth: | g=SAlatchis 01 =2MB ing at 66MHz: 82C567 will wait for two 1 = Enable
‘0 =Controlled | always trans- 10 = 3MB 0 = Disable more CLKs
by ISA R/'W parent (pass- 11= 4MB 1 = Enable 11 = GUl is always at high priority
command through)
pulse width | 1= SA latchiis | For 0.5MB size, set these bits to
1=2LCLKs onforretryonly. |00 and SYSCFG 25h[2] = 1. *
(When the first '
CPU/NSA cycle
is retried, the
SA address will
be latched.)
SYSCFG 27h Self Refresh Timing Register Default = 00h
Reserved: Generate Fast NA# with Self refresh:
Must be written to 0. AHOLD at2nd L2 cache: 000 = Disable, use external refresh pin
T2on CPUsin- | g = Disable 001 = Reserved
gle write hitnot | 1 = Enable 010 = Reserved
dirty cycle: 011 = Reserved
0 = Disable 100 = 66MHz external CPU clock
1 = Enable 101 = 60MHz externai CPU clock
110 = 50MHz extemal CPU clock
111 = 40MHz extemnal CPU clock
SYSCFG 28h SDRAM Burst and Latency Control Register Default = 00h
Reserved: SDRAM CAS# latency: Reserved: Burst length control:
Must be written 000 = Reserved 100 = Reserved Must be written 000 =1 100 = Reserved
to O. 001 =1 101 = Reserved to 0. 001=2 101 = Reserved
010=2 110 = Reserved 010=4 110 = Reserved
011 =3 111 = Reserved 011=8 111 = Full page
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 | 6 [ 5 ] 4 3 ] 2 [ 1 0
SYSCFG 29h SDRAM Selection Register Detault = 00h
When setto 1, | Controlsiatency SDRAM pre-charge control: SDRAM enable on each bank:
atleast one between bank 00 = 2 CLKs 0 = Disable
CLK willbe | active and com- 10 =3 CLKs 1 = Enable
forced between mand at 01 =4 CLKs
the current 50MHz: 11 = Reserved
command and 0=2CLK
next cycle.(") latency
1=1CLK
latency
(1) Otherwise, if next cycle is a page-and/or bank-miss, it could start right after the current command has been issued.
SYSCFG 2Ah PCl-to-DRAM Deep Buffer Size Register Default = 00h
Reserved: Time-out selection when there is PCITRDY# | Write burst with | Read burst with | PCl-to-DRAM deep buffer size:
Must be written | @ GUI request during PCI master | wait state con- PCI-DRAM PCI-DRAM 00 = 16 dword
10 0. read cycles: trol with PCI- deep buffer: deep buffer: 01 = 24 dword
00 = Always FP mode, grant DRAM deep 0 = Disable 0 = Disable 10 = Reserved
DRAM bus to GUI ASAP buffer: 1 = Enable 1 = Enable 11 = Reserved
01 = Select SDRAM or EDO time-| 0 = Zero wait
out depending on current state (X-1-1-1)
bank information 1 = One wait
1X = Select FP made, SDRAM, or | state (X-2-2-2)
EDO depending on current
bank information
SYSCFG 2Bh EDO/SDRAM Time-Out Register

Defauit = 00h

" SDRAM time-out count when there is a GUI request:

The register value plus 9 is the number of CPU clocks delaying the
GUI request to stop the DRAM controller.

EDOQ time-out count when there is a GUI request:

The register value plus 6 is the number of CPU clocks delaying the
GUI request to stop the DRAM controller.

SYSCFG 2Ch CPU-to-DRAM Buffer Control Register Default = 00h
Reserved: BOFF# asser- Data merge Buffer write
Must be written to 0. tion for DRAM | when CPU has data while
read cycles: ownership of buffer is
0 = Disable DRAM bus: flushing:
1 = Enable 0 = Disable 0 = Disable
1 = Enable 1 = Enable
SYSCFG 2Dh Bank-wise EDO Timing Selection Register Default = 00h
Split buffer con- Predictive Bank-wise selection for 5-X-X-X at 66MHz or 4-X-X-X at 50MHz EDO DRAM read cycle:
currency: reading: 0 = Default setting
0 = Disable 0 = Disable 1 = 5-X-X-X/4-X-X-X enabled
1 =Enable (nomal)
1 = Enable
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Table 5-5 82C567 System Configuration Registers: SYSCFG 00h-2Fh (cont.)
7 6 5 4 3 | 2 l 1 0
SYSCFG 2Eh PCI Master - GUI Retry Control Register Default = 00h
Pin 189 Pin 100 Pin 121 Reserved: CPU-to-PCI Reserved: PCI Master PCI master
functionality: functionality: functionality | Myst bewritten | FIFO control | pMustbe written | HITM# cycle, it | requests retried
0=DIRTYWE# | 0=USBCLK | and MSGN2S/ to 0. module: 10 0. GUI high priority during GUI
or RAS5# | 1=REFRESH# | MSGS2N bus 0 = Disable request jumps cycles:
1 = SDCKE enabling: 1 =Enable in before first | g = Al PCI mas-
0= AEN BRDY#: ter requests
1= MSGN2S 0 = Retry all are retried
PClcycles | 1= PCI master
1 = Retry only reads are
PCl master retried, writes
read are accepted
SYSCFG 2Fh CAS Address Setup Time Control Register Defauit = 00h
Column Reserved: Generation of Reserved:
address to Must be written to 0. NA# during Must be written to 0.
CAS delay for CPU accesses
page miss o nan-shared
cycles: DRAM bank
0 = Defauit when GU! has
1=1CLK the memory
bus:
0 = Enable
1 = Disable

5.2.3 82C567 I/0 Register Space :
The I/O Register Space of the 82C567 is accessed normally (i.e., CPU Direct I/0 R/W). There is no mdexung scheme Table 5 6-

shows these reg

isters.

Table 5-6 82C567 I/0 Register Space
7 6 ] 5 T 4 3 2 1 0
/O Address 8Fh Refresh Page Register (Write-Only)
Values programmed into this register gets driven on LA[23:17] during refresh cycles.
Itis recommended that the user write 00h into this register.
/O Address CF8h Configuration/NVM Address Register

32-bit writes to this register are captured by the intemal configuration address register of the 82C567.

When bit 31 of this register is set, access to configuration data register is translated to PCI configuration or special cycle according to
Configuration Mechanism #1.

When bit 31 of this register is reset, access to configuration data register goes out as /O access to the PC! bus.

When bit 31 of this register is reset and bits {30:14] are set, NVMCS is generated during Configuration Data Register access and the
content of Configuration Address Register bits [13:0] is put out as address [15:12, 9:0] and address [11:10] are driven to 0 on PCI
and ISA buses.

When bit 31 is reset and any of the bits [30:14] are reset, access to the Configuration Data Register proceeds as a normal 1/O cycle.

/O Address CFCh

Configuration/NVM Data Register
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5.3

82C568 Register Space

This section details the locations, access mechanisms, and
bit formats for registers located within the 82C568.

5.3.1

(PCIDV1)
The PCI Configuration Register Space of the 82C568

82C568 PCI Configuration Register Space

(PCIDV1) is accessed through Configuration Mechanism #1
as Bus #0, Device #1, and Function #0. Table 5-7 gives the
bit formats for the registers accessed in PCIDV1. All bits are
read/write and their default value is 0 unless otherwise spaci-

fied.

Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh
7 | 6 T 5 4 3 2 1 (v}
PCIDV1 00h Vendor |dentification Register (RO) Default = 45h
PCIDV1 01h Default = 10h
PCIDV1 02h Device Identification Register (RO) Default = 68h
PCIDV1 03h Default = C5h
PCIDV1 04h Command Register - Byte 0 Defauit = 07h
Address/data PERR# . Reserved: Memory write | Special cycles: Bus master Memory /O access
stepping (RO}): output pin: Must be written | 2and invalidate 0 = Disable operations: access (RO): (RO):
0 = Disable 0 = Disable 0 0. cycle 9;’(‘)9?' 1 =Enable 0 = Disable Must = 1 Must =1
(aways) | 1=Enable: }.- . . | PO acses | 1= Enable (aiways) (always)
MfSt =0 . _responds to PCl cycle gen- | The 82C568 The 82C568
(always) Stop Grant spe- | eration during allows a PCi allows a PC!
No memory cial cycle. DMA/ISA mas- bus master bus master i/O
write and invali- ter may be dis- |access tomem- | access at any
date cycles will abled by this bit. | ory atanytime. time.
be generated by Default = 1 fault = 1 Det _
the 82C568. (Default = 1) (Default = 1) (Detault = 1)
PCIDV1 05h Command Register - Byte 1 Default = 00h
Reserved: Fast back-to- SERR#
: back to differ- output pin:
Must be written to 0.
ent slaves (RO): 0 = Disable
0 = Disable 1 = Enable
(always)
PCIDV1 06h Status Register - Byte 0 Default = 80h
Fast back-to- Reserved:
back capability Must be written fo 0
(RO): )
0 = Not Capable
1= Capable
(Default = 1)
PCIDV1 07h Status Register - Byte 1 (RO) Default = 02h
Parity error SERR# Master abort Received Signaled target DEVSEL# timing status (RQO): Data parity
status (RO): status (RO): status (RO): ;?ar?ue; ?:gr)t abo(rF: ét)étus Must = 01 (always) status (RO):
0 =No parity | 0=No system Must =0 : _' Indicates medium timing selected: 0 = No data par-
error error (always) 0 = No target Must = 0 the 82C568 asserts the DEVSEL# ity detecteq
1 = Parity error 1= System abort (always) based on medium timing. 1 = Data parity
has occurred error has 1="Targetabaort detected
occurred occurred {Default = 01)

Page 186

BN 9004196 0002784 500

912-2000-014
Revision: 3.0



Bt 2 7 nd

82C566/82C567/82C568

L “
Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)

7 6 l 5 4 3 l 2 1 I 0
PCIDV1 08h Revision Identification Register (RO) Default = 12h
PCIDV1 09h Class Code Register (RO) Default = 00h
PCIDV1 0Ah Default = 01h
PCIDV1 0Bh Default = 06h
PCIDV1 0Ch Reserved Register Default = 00h

Reserved: Must be written to 0.
PCIDV1 0Dh Master Latency Timer Register (RO) Default = 00h
PCIDV1 OEh Header Type Register (RO) Default = 00h
PCIDV1 OFh Built-In Self-Test (BIST) Register (RO) Defauit = 00h
PCIDV1 10h-3Fh Reserved Register (RO) Default = 00h
Reserved: Must be written to 0.
PCIDV1 40h Keyboard Control Register - Byte 0 Default = 00h

Selects which IRQ signal is to be
generated when PIRQ2# has
been triggered:

See 41h{3:1] for decode.

Selects which IRQ signal is to be generated when
PIRQ1# has been triggered:

See 41h[3:1] for decode.

Selects which IRQ signal is to be generated when
PIRQO# has been triggered:

See 41h[3:1] for decode.

PCIDV1 41h Keyboard Control Register - Byte 1 Deftault = 0Ch
Keyboard port | Keyboard port | Immediate INIT Keyboard Selects which IRQ signal is to be generated when Works with
read (RO): write (RO): generation: emuiation: PIRQ3# has been triggered: PCIDV1
O=Doesnot | 0=Doesnot | 0=Generate |0=Enable-Pin 00C = IRQX" 40h(7:6} -
say anything say anything INIT immedi- | 12 functions as 001 =IRQ5
1 = Keyboard 1 = Keyboard ately on FEh A20M# output 010 = IRQ9
controllerhas | controller has command 1 = Disable - 011 =1RQ10
received com- received com- 1 = Wait for halt Pin 12 func- 100 = IRQ11
mand DOh and | mand D1h and | before generat- tions as 101 = IRQ12
has not has not ing INIT on KBRST input 110 = iRQ14
received the fol- | received the fol-| receiving the 111 = IRQ1S
fowing 60h read | lowing 60h write keyboard *Selection controlled by PCIDV1 50h[7:0].
RESET
PCIDV1 42h Interrupt Edge/Level Control Register - Byte 0 Defauit = 00h
Triggering for | Triggering for Triggering for | Triggering for Triggering for | Triggering for Triggering for Pin 122
IRQ15:" IRQ14:(D IRQ12:(" IRQ11:M IRQ10:™" IRQQ:!" IRQs5:(" functionaiity:
0 = Edge 0 = Edge 0 = Edge 0 = Edge 0 = Edge 0 = Edge 0 = Edge 0 = DREQé
1 =Level 1 = Level 1 = Level 1 = Level 1 =Level 1 =Level 1 =Level 1= EPMIO#

(1) fa PClinterrupt is routed to a particular ISA IRQ, then that ISA IRQ needs to become level triggered (except IRQ14 for IDE).

912-2000-014
Revision: 3.0

M 9004196 0002785 447 1M

Page 187



82C566/82C567/82C56

O N
Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)
7 6 l 5 l 4 3 ! 2 ! 1 0
PCIDV1 43h Interrupt Edge/Level Control Register - Byte 1 Default = 00h
ISA IRQ14 ISA IRQ15 DMA/ISA mas- | Fixed/rotating Back-to-back PCl master ISA bus control
recognition recognition ter to preempt priority ISA I/O cycle delay: access to ISA signals for
control: control: PCl master: between PCI |gg = Delay by 3 ATCLKs devices: memory
To use IDE on | To use second- | 0 = Disable masters: 01 =Delay by 12 ATCLKs 0 = Enable access greatsr
the PClbus, the | ary IDE on the 1 = Enable 0 = Rotating |10 = No delay 1=Disable | than 16Mand
ISA IRQ14 sig- | PCl bus, the 1=Fixed, |11 =Delay by 12 ATCLKs(" for /O accesses
nai needs to be | ISA IRQ15 sig- priority greater than
blocked. nal needs to be sequence is B4K:
0 = ISA IRQ14 blocked. PREQO#, 0 = Enable
ishonored | 0=ISAIRQ15 PREQ14, 1 = Disable
1=ISAIRQ14 | ishonored PREQ2#
is ignored 1=ISAIRQ15 -
is ignored

(1) When bits [3:2] take on the cambination of 11, all back-to-back cycles are delayed by 12 AT clocks. This is different from the combina-
tions of 00 and 01 because in the latter case, the delay will be inserted only when an I/O access is followed by a second /O access with
no other type of access occurring in between (e.g., a memory access).

PCIDV1 44h

Pin Functionality Register 1 - Byte 0

Default = 00h

10 = DACK7#
11 = Reserved

Pin 111 functionality:("
0X = Controlled by bits [1:0}

lfsetto 10, the setting on bits [1:0]
will not affect the functionality that
this pin takes on. ’

Pin 109 functionaiity:@
0X = Controlied by bits [1:0]
10 = DACKG6#
11 = Reserved
If set o 10, the setting on bits [1:0]
‘will not affect the functionality that
this pin takes on.

Pin 108 functionality:

0X = Controiled by bits [1:0]
10 = DACKS5#

11'= GPCS0# or PPWRL1

To select the GPCSO0# or
PPWRL1 function set these bits to
11 and PCIDV1 44h[1:0] to 11.
Then set SYSCFG FDnh[1] =1 for
GPCSO0# or SYSCFG FDh[1]=0
for PPWRL1.

DACK/PIRQ[3:2]#
group-wise programmable
pin functionalities:
00 = Explicit DACK[3:0]#,
PIRQ[3:2)# )
01 = Explicit DACK(7:5,3,1,0)#,
GPCS0#, PIRQ[3:2]#
10 = Encoded EDACK][2:0],
EDACKEN#
11 = Encoded EDACK[2:0],
EDACKEN#, PIRQ[3:2]#
Pin-wise, these functions may be
overridden by GPCS[x]4,
EPMI[x}# and DACK[7:5)# (for
DACK3#, DACK1#, and
DACKO#).

(1) Pin 111 can take on the following functionalities - DACK3#, EDACK2, or DACK7#. DACK3# and EDACK?2 are group-wise programmable,
and both are pin-wise programmable with DACK7#

(2) Pin 109 can take on the following functionalities - DACK 1#, EDACK1, or DACK6# DACK1# and EDACK1 are group-wise programmable,
and both of them are pin-wise programmable with DACK6#.
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Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)
7 6 5 4 3 l 2 l 1 L 0
PCIDV1 45h Pin Functionality Register 1 - Byte 1 Defauit = 00h
Reserved: Pin 143 Pin 141 Pin 140 functionality: Pin 139 functionality:
Must be written to 0. functionality:(1) |  functionaiity: 00 = PIRQ1# 00 = PIRQO#
if PCIDV1 This bit deter- 01 = IRQO 01 = EPMIt#
51h(4]) = mines the 1X = Reserved 1X = Reserved
0 = Controlied group-wise
by PCIDV1 functionality of
44h[1:0] the PIRQ2#+
GPCSO0#.
1 = EPMIi2#
S These two func-
(If this bit is set tionalities are
and 51h(4] = roup-wise pro-
pin 143 takes g rapmm ablz ;
onthe EPMI2# | 9 :
functionality @ = Controlled
regardless of by PCIDV1
the setling of | 44h(1:0]and
44h[1:0]) PCIDV1 51h(3]
=0
1 = Reserved

(1) This pin can take on any of the these functionalities - PIRQ3#, GPCS1#, or EPMI2# PIRQ34# and GPCS1# functionalities are group-mse
programmable, and those two functionalities are pin-wise programmable with EPMI24.

11 = Reserved

11 = Reserved

PCIDV1 46h Cycle Control Register 1 - Byte 0 Default = 0Ch
DMA/ISA XDIR controt: Conversion of Address SERR# Fast Subtractive. Reserved:
access to 0 =XDIRis PERR# to parity generation for back-to-back decoding- Must be written:
PCi slave: achieved for . SERR#: checking: target abort: capability: sample point: 00 *

0 = Never accesses to/ 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Typical )
1 =When from ROM, 1 = Enable 1 = Enable 1 = Enable 1 = Enable sample paint
LMEM# is not | Kybd controller, (Detautt = 1) 1 = Slow sam-
asserted RTC, or A change on ple point
Master retry NVRAM this bit wil
always 1=XDIR reflect on
unmasked after | achieved only PCIDV1 06h(7]
16 LCLKs. during access
to/from ROM or
NVRAM
PCIDV1 47h Cycle Control Register 1 - Byte 1 Default = 00h
Write protect | Refresh select: ATCLK frequency select: CPU master to PC! master to PC! master preemption timer
ISA bus ROM 0 = Nomal 00 = LCLK =4 10 = LCLK=2 PCI slave write (preempt after unserviced request pending
(ROMCSH# for 1 = Hidden 01 = LCLK+3 11 = LCLK (tumaround for X LCLKs):
writes): between 000 = No preemption 100 = 36 LCLKs
0 = Enable address and 001 =260 LCLKs 101 =20 LCLKs
1 = Disable data phases): 010 = 132 LCLKs 110 = 12 LCLKs
0=1LCLK 011 =68 LCLKs 111 =5 LCLKs
1=0LCLK

PCIDV1 48h Pin Functionality Register 2 - Byte 0 Default = 00h

Pin 120 functionality: Pin 117 functionality: Pin 116 functionality: Pin 145 functionality:
00 = DREQ3 00 = DREQM 00 = DREQO OX = PREQ1#
01 = DREQS/7 01 = DREQ1/6 01 = DREQO/5 1X = Reserved
10 = DREQ7 10 = DREQ6 10 = DREQS5S

11 = Reserved

Bit 1 of this register pair must be 0
for the PREQ1# functionality. All
other combinations are reserved.
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Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)
7 6 ] 5 | 4 3 | 2 1 0
PCIDV1 49h Pin Functionality Register 2 - Byte 1 Default = 00h
Pin 136 Pin 134 functionality: Pin 132 Pin 128 Pin 126 Pin 123 functionality:
functionality: oX = IRQ12 functionality: functionality: functionality: 00 = DREQ7
0=1RQ15 10 = MPIRQ2#/3# 0 =IRQ10 0 =IRQ6 0 =1RQ4 01 =EPMI1#
1 = Reserved 11 = Reserved 1 =MIRQ10/12 1= 1 =MIRQ4/6 1X = Reserved
MPIRQO#/1#

PCIDV1 4Ah ROMCS# Range Control Register - Byte 0 Default = 00h
ROMCS# for ROMCS# for ROMCS# for ROMCSH# for ROMCSH# for ROMCS# for ROMCS# for ROMCS# for
F8000h- F0000h- E8000h- E0000H- D8000h- D00Q0h- C8000h- C0000h-
FFFFFh:; F7FFFh: EFFFFh: E7FFFh: DFFFFh: D7FFFh: CFFFFh: C7FFFh:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disabie. 0 = Disable 0 = Disable 0 = Disable
1 = Disable 1 = Disable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 =Enable 1 = Enable
PCIDV1 4Bh ROMCS# Range Control Register - Byte 1 Defauit = 00h
ROMCS# for ROMCS# for ROMCS# for ROMCSH# for ROMCSH# for ROMCS# for ROMCSH# for ROMCS# for
FFFFB8000h- FFFFO00ON- FFFEB8000h- FFFEOQQON- FFFD8000N- FFFOOQQ0h- FFFC8000h- FFFCO000h-
FFFFFFFFh FFFF7FFFh FFFEFFFFh FFFE7FFFh FFFDFFFFh FFFD7FFFh FFFCFFFFh FFFC7FFFh
segment: segment: segment: segment; segment: segment: segment: segment:

0 = Enable 0 = Enable 0 = Disable 0 = Disable 0 = Disabie 0 = Disable 0 = Disable - 0 =Disable
1 = Disable 1 = Disable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable
PCIDV1 4Ch-4Dh Reserved Register 3 Default = 00h

Reserved: Must be written to 0. '
PCIDV1 4Eh Miscellaneous Control Register - Byte 0 Default = 00h
Reserved: Pipelining with EOP Byte ISA master
Must be written to 0. byte merge: configuration: merging: data swap:
0 = Disable 0 = Output 0 = Disable 0 = Enable
1 = Enable 1 = Input 1 = Enable 1 = Disable
PCIDV1 4Fh Miscellaneous Control Register - Byte 1 Defauit = 0Ch
Pin 112 IDE 82C568 Extend the Reserved: Reserved: Pin 113 Clock source for
functionality: functionality silicon revision | cycle onthe ISA | Must be written | Must be written | functionality: multiplexing/
0 = DACKS5# support: usage insystem | bus by insent- o 0. io 0. 0 = Controlled demultiplexing
(also see 0 = Disable (RO): ing one wait by PCIDVA IRQs:
PCIDV1 1 = Enable 0 = 82C568 statein AT 44h[1:0] 0=14.318MHz
44n(1:0]) Rev 0 commands:(V 1=GPCS2# clock
1 = PPWRL# 0=Yes If setto 1, the 1=LCLK
+PPWRL2 1=No setting on
PCIDV1
44h{1:0] will not
affect the func-
tionality that this
pin takes on.

(1) Usually a cycle on the ISA bus, during 8-bit accesses, consists of a command phase that is one clock long, followed by four wait states,
and then finally followed by a one clock fong data phase. Setting this bit to a 0 will cause the number of wait states inserted in the cycle to
increase by one to five clocks, making the duration of the entire cycle to seven clocks instead of six clocks.
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Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)
7 6 5 4 3 | 2 1 | 0
PCIDV1 50h Interrupt Trigger Control Register - Byte 0 Defauit = 00h

Selects which IRQ signal is
generated when PIRQ3#

It PIRQ3# is routed onto any of
these ISA IRQs, ensure that
PCIDV1 41h(3:1} = 000.

Selects which IRQ signal is
generated when PIRQ2#

has been triggered: has been triggered:
00 = Disable 10=1RQ4 00 = Disable 10 =1RQ4
01 =I1RQ3 11 = IRQ7 01 =1RQ3 11 =1RQ7

1f PIRQ2# is routed onto any of
these I1SA IRQs, ensure that
PCIDV1 41h{0] and PCIDV1

Selects which |IRQ signal is
generated when PIRQ1#

has been triggered:
00 = Disable 10 = |IRQ4
01 =IRQ3 11 =IRQ7

Selects which IRQ signal is
generated when PIRQO#
has been triggered:

00 = Disable
01 =1RQ3

10 = 1RQ4
11 =IRQ7

It PIRQ1# is routed onto any of
these ISA IRQs, then make sure
that PCIDV1 40h[5:3] = 000.

If PIRQO# is routed onto any of
these ISA |RQs, then make sure
that PCIDV1 40h{2:0] = 000.

40h{7:6] = 000.
PCIDV1 51h Interrupt Trigger Control Register - Byte 1 Default = 00h
Pin 104 Pin 90 Pin 110 Pin 143 “Pin 141 Triggering for Triggering for | Triggering for
functionatity:(" functionality: functionality: functionality: functionality: IRQ3: IRQ4: IRQ7:
0=32KHz | 0=ZEROWS# | 0=DACK2# | 0=PIRQ3# 0 = PIRQ2# 0 = Edge 0 = Edge 0 = Edge
1 = PREQ3# 1= PGNT3# 1= GPCS2# 1=GPCS1# 1 = GPCS0# 1=Level 1 =Level 1 =Level

(1) For SDRQ2 function on this pin, see PCIDV1 5Eh(6].

PCIDV1 52h Interrupt Multiplexing Control Register - Byte 0 Default = 00h
Triggering for IRQ signal generation when GMIRQ is triggered: Reserved: Priority scheme: | Concurrent
IRQE: " 0000 = Disabled 1000 = Reserved Must be written | 0 = Disable refresh and -
0 = Edge 0001 = Reserved 1001 = IRQ9 t01. 1 = Enable IDE cycle:
1 = Level 0010 = Reserved 1010 = IRQ10 A setting of 1 0 = Disable
0011 = IRQ3 1011 = IRQ11 will employ a 1 =Enable . )
0100 = IRQ4 1100 = IRQ12 priority scheme | ISA devices that
0101 = IRQ5 1101 = Reserved thatguarantees rely on accu-
0110 = IRQ6 1110 = IRQ14 higher priority rate refresh
0111 = IRQ7 1111 = IRQ15 for PCl masters | addresses for
during arbitra- | properopera-
tion over DMA | tion should dis-
and ISA mas- able this bit.
ters for the first
7us interval
after every
refresh cycle.
PCIDV1 53h Interrupt Multiplexing Control Register - Byte 1 Default = 00h
Pin Pin 148 IRQ1 IRQ12 DACKEN#: Extenal device | Locking of flash Reserved:
functionality: functionality: latching: latching: 0 = Active low | ©Owns system ROM: Must be written
0 = Pin #: 0 = PREQ2# 0 = Disable 0 = Disable 1 = Active high bus: 0 = Disable to 0.
125 = IRQ3 1 = EPMIO# 1 =Enable 1 = Enable 0=No 1 = Enable
127 = IRQ5 1=Yes Setting this bit
128 = IRQ6 If setto 1, pre- | to a 1 will block
129 = 1RQ7 emption of writes to flash
131 = IRQY PGNTO# is dis- | ROM until the
133 = IRQM abled, EOPis | next RESET
1 = Pin #: tristated, BALE pulse
125 = MIRQ3/5 is driven high,
127 = MIRQ7/9 and internal
128 = MIRQ11/ decoding of the
15 DMA sub-
129 = EPMIN# system regis-
131 = EPMI2# ters is blocked.
133 = GMIRQ
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Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)

7 ] 6 | 5 | 4 3 ] 2 1 0
PCIDV1 54h PCl Master Control Register - Byte 0 Default = 00h
PCl master PCl master PClmaster/IDE | New AHOLD Non-contigu- Reserved: Hardware PMU ISA refresh:

write X-1-1-1: read X-1-1-1: concurrence: protocot: ous byte Must be written | and IDE func- 0 = Enable
0 = Disable 0 = Disable 0 = Disable 0= Disable | enables for PCI 10 0. tions operate | 1 - Disable, to
1 = Enable 1 = Enable 1 = Enable 1 = Enable masters: simultaneously: | increase PCI
(Also see IDE | (use HREQ to 0 = Disable 0 = Disable master band-
42n(3)) latch AHOLD) 1 =Enable 1 =Enable width
PCIDV1 55h PCl Master Control Register - Byte 1 Default = 00h
Reserved: SERIRQ# mux- Interrupt Select DMA ISA retry for | Use of AHOLD
Must be written 1o 0. ingon Pin 1: | requestregister | currentor base | CPU/PClmas- | signal during
0 = Disable recover: address and | ter access ISA CPU-to-PCIt
1=Enablel’ | 0=Disable | countertobe cycle: cycles:®@
1 =Enable read: 0 = Disable 0 = Disable
0 = Current 1 = Enable 1 = Enable
1 = Base
(1) Also these PCIDV1 register bits must be set: 54h{4] = 1, 59h(3] = 0, and 5Fh[4] = 0.
(2) Bit0Qis used only if PCIDV1 54h[4] = 1.

PCIDV1 56h - Serial Interrupt Source Register - Byte 0 Defauit = 00h
Interrupt interrupt interrupt Interrupt Interrupt Interrupt Interrupt * Interrupt
resource for resource for. resource for resource for resource for resources for resource for -| resource for
IRQCh. 7: IRQ Ch. 6: IRQ Ch. 5: IRQ Ch. 4: IRQ Ch. 3: SMI#, IOCHK#, IRQ Ch. 1: 1RQ Ch. 0:
0=ISA 0=ISA 0=1SA 0=ISA 0=ISA PCIRQ[3:0}#: 0=1SA L 0=ISA
1 = Serial 1 = Serial 1 = Serial 1 = Serial 1 = Serial 0 = Original 1 = Serial 1= Serial
interrupt ihtermpt interrupt interrupt interrupt 1 = Serial interrupt interrupt

. interrupt
PCIDV1 57h Serial Interrupt Source Register - Byte 1 Defauit = 00h
Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt Interrupt
resource for resource for resource for resource for resource for resource for resource for resource for
IRQ Ch. 15: IRQ Ch. 14: IRQ Ch. 13: IRQCh. 12: IRQ Ch. 11: IRQ Ch. 10: IRQCh. 9: IRQ Ch. 8:
0=ISA 0=ISA 0=ISA 0=1ISA 0=1I5A 0=ISA 0=ISA 0=ISA
1 = Serial 1= Serial 1 = Serial 1 = Senal 1 = Serial 1 = Serial 1 = Serial 1 = Serial
interrupt interrupt interrupt interrupt interrupt interrupt interrupt interrupt
PCIDV1 58h Serial Interrupt Mode Control Register Default = 00h
Serial interrupt controi mode: Reserved: Data frame slot Reserved: Serial interrupt start frame puise
00 = Continuous mode Must be written |  support:() Must be written to 0. width control:
01 = Idle mode o 0. 0 =17 slots 00 = 4 CLK in Continuous mode
1x = Active mode 1 =21 slots or 3 CLK in Active mode
01 =6 CLK in Continuous mode
or 5 CLK in Active mode
10 = 8 CLK in Continuous mode
or 7 CLK in Active mode
11 = Reserved
(1) 17 slot support: IRQ[1:0], IRQ[15:3], SMI#, and IOCHK#
21 slot support: All of the above plus PCIRQ[3:0)#
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Table 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)
7 6 5 | a 3 | 2 ! 1 ] 0
PCIDV1 59h Pin Functionality Register 3 Default = 00h
Reserved: Zero wait state SMi output Reserved: EPMIO# mux- Refresh Reserved: Pin 106
Must be written | CPU R/W for control: Must be written | ingon Pin 1: preemption: | mMuyst be written | functionality:@
to 0. I/O accesses: 0 = SMI to 0. 0 = Disable 0 = Enable to 0. 0 = RTCRD#
0 = Disable enabled 1 = Enable!" 1 = Disable 1= PGNT3#
1 = Enable 1 =SMI
disabled
(1} Also these PCIDV1 register bits must be set: 54h[4] = 1, 55h{4] = 0, and 5Fh{4] = 0.
(2) For SDACK2# function on this pin, see PCIDV1 5Eh{8].
PCIDV1 5Ah-5Bh Distributed DMA Master Base Address Register Default = 00h
PCIDV1 5Ch Distributed DMA Control Register Default = 00h
Channel 7: Channel 6: Channel 5: Channel 3: Channel 2; Channel 1: Channel 0: Master Distrib-
0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable uted DMA
1 =Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1= Enable (DDMA):
0 = Disable
1 = Enable
PCIDV1 5Dh Reserved Register Default = 00h
Reserved: Must be written to 0. -
PCIDV1 5Eh Steerable DRQ Control Register . Defauit = 00h
SDRCY SDRQ/ DRQ/DACK signal generation when DRQ/DACK signai generation when
SDACK# func- | SDACK# func- SDRQ1/SDACK1# is triggered: SDRQ2/SDACK2# is triggered:
tionsonpins | tions on pins 000 = Disable 100 = DRQO/DACKO# 000 = Disable 100 = DRQO/DACKO#
105 and 107: | 104 and 106: 001 = DRQ1/DACK1# 101 = DRQS/DACKS# 001 = DRQ1/DACK1# 101 = DRQS/DACKS#.
0 = Disable 0 = Disable 010 = DRQ2/DACK2# 110 = DRQ6/DACK6# 010 = DRQ2/DACK2# 110 = DRQB/DACKSE#
1 = Enable!V 1 = Enable(2) 011 = DRQ3/DACK3# 111 = DRQ7/DACK7# 011 = DRQI/DACK3# 111 = DRQ7/DACK7#
(1) Pin 105 functions as SDRQ1 and pin 107 functions as SDACK 1#.
{2) Fin 104 functions as SDRQ2 and pin 106 functions as SDACK2#. Also refar to PCIDV1 register bits 51h(7} and 55h[0].
PCIDV1 5Fh Steerable IRQ Control Register Default = 00h
Pin 52 Pin 154 functionality: SIRQ muxing IRQ signal generation when SIRQ is triggered:
functionality: 00 = Reserved on Pin 1: 0000 = Disabled 1000 = Reserved
0 = Reserved 01 = Reserved 0 = Disable 0001 = Reserved 1001 = 1RQ9
1 =MSGN2S 10 = MSGS2N 1 = Epablel! 0010 = Reserved 1010 = IRQ10
11 = USBGNT# 0011 =IRQ3 1011 = IRQ11
0100 = IRQ4 1100 = IRQ12
0101 =1RQ5 1101 = Reserved
0110 = IRQ6 1110 = IRQ14
0111 = IRQ7 1111 = IRQ15
(1) Also these PCIDV1 register bits must be set: 54h{4] = 1, 55h({4] = 0, and 59h[3] = 0.
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Tabie 5-7 82C568 PCI Configuration Registers: PCIDV1 00h-FFh (cont.)

7 e | s | 4 3 | 2 | 0
PCIDV1 60h USB interrupt Control Register Default = 00h
IOCHRDY gen- | Buffered DMA (data transfer to/ Pins 105 and IRQ signal generation when USBIRQ is triggered:
eration through from DRAM thru PCI master) 107 0000 = Disabled 1000 = Resarved

MOLE#: 00 = Original DMA with old functionality: 0001 = Reserved 1001 = IRQQ
0 = Enable protocol 0 =RTCAS+ 0010 = Reserved 1010 = [RQ10
1 =Disable |01 = Reserved SDRQ1 on 0011 =IRQ3 1011 = IRQ11
- . i d 0100 = IRQ4 1100 =IRQ12
10 = Original DMA with PCI pin 105 an
2a2ter capabi\llivt;/ RTCWR#+ 0101 = IRQ5 1101 = Reserved
SDACK1# 0110 = {RQ6 1110 = IRQ14
11 = Buffered DMA enable on pin 107 0111 =IRQ7 1111 = IRQ15
1 =PREQ4# on
pin 105 and
PGNT4# on -
pin 107
PCIDV1 61h-FCh Reserved Register Default = 00h
Reserved: Must be written to 0.

PCIDV1 FDh ] Reserved Register . Default = xxh
PCIDV1 FEh ' Stop Grant Cycle Control Register Defauit = xxh
A byte write to this register indicates a Stop Grant cycle. The data is “don't care”. A read from this register is undefined.

The 82C567 propagatesthe CPU Stop Grant cycle as a configuration write to this register. The BIOS should never write to
this configuration register. The 82C568 should ignore any write to this space unless it has driven STRCLK# active.

PCIDV1 FFh ' L Host Memory Parity Error Register B Default = xxh
A byte write to this reg:ster indicates thata host memory parity error has occurred. A read from this register is undefined. -

The 82C567 propagates any host memory parity error it detects as a configuration write to this register.

page 104 B 9004196 0002792 L&?7 MM 9122000-014

Revision: 3.0




82C566/82C567/82C568

R — N |
Table 5-8 Pin Multiplexing Chart 1
SYSCFG
a2h 44h | 4Fh | 4sh
Bits A !
. Default  Bit0 [7:6] Bits[5:4]  Bits [3:2] Bits [1:0] Bits [7:6] Bits [3:2) | Bit1 ' Bit6  Bit5
. Pin N . i ; ;
. Names 18 108 108 118 108 118 11C  4oC  1C 108 . 1B 10 108 0® 8 4B 4B
DREQD DREQ DREQ
. 5 05
DREQ1 DREQ DREQ
DREQ2 )
DREQ3 DREQ DREQ
e _ _— 7 3/7 —
DREQS
DREQ6  EPMIO#
DREQ7 -
'DACKO# DACK GPCS EDACK EDACK DACK
e 5#  Of  O# 0 o#
DACK1# DACK GPCS EDACK EDACK DACK
e L S S ! LA
DACK2# EDACK EDACK DACK
o ] e _EN# | ENE 2 .
DACK3# DACK EDACK EDACK DACK
——— e CHN
GPCS
- . I S .
DACK
N e . 5# “ .
DACK T
. - - S RN
DACK
. o S S .
PIRQ2# PIRQ PIRQ
e . 2# _ . I
PIRQ3# PIRQ PIRQ EPMI#
N ) o o - -
PGNT2# GPCS
1#

A. Group-wise programming can be overridden by pin-wise programming.
B. Pin-wise programming
C. Group-wise programming
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Table 5-9 Pin Multiplexing Chart 2
‘ SYSCFG 42h SYSCFG51h SYSCFG 4gh
' Default . ity Bits BitS Bit4 . Bit3 Bit2 Bit1 Bit2 Bit1  BRto | Bits [6:5] Bit 4 Bita | Bit2

Pin - - -
Names‘1‘0'10'10'10'10"10'10'1‘0'_‘10"10" 10 1 1 \ 1

IRQ1A ‘

IRQ3 ! o : L E : ‘ :

IRQ4 ‘ L E : ‘ | IRQ4/6
-IRQ5 L. E ? 2 ;

IRQs* ‘ ? ) L : PCIRQO/1# |

IRQ7 L E° :

RQa#”

IRQY ] L E ‘

IRQ10 L E IRQ10/12
IRQ11 L E , .

IRQ12 L. E :

IRQ14 L E . : | PCIRQ2/3#

IRQ15 L E ‘ ‘

*  Default

IRQ1, IRQS6 and IRQB# are hard-wired as edge trigger (internal signal IRQO, IRQ13 are also edge trigger).
Edge trigger

Level trigger

rmax

OPTij
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Table 5-10 Pin Multiplexing Chart 3

SYSCFG 41h-40h SYSCFG 50h

‘ PCI1 IRQ Internal RoutingF PCI IRQ Internal RoutlngG

J Default Pin Names 111 110 101 100 011 o010 001 000* M . 10 01 . 00
"PREQO# (PCI_REQO#)

"PREQ1# (PCI_REQ1#) i

'PREQ2# (PCI_REQ2#) o

PGNTO# (PCI_GRANTO#)

PGNT1# (PCI_GRANT1#)

.PGNT2# (PCI_GRANT2#) B !

_PIRQU# (PCI_IRQO#)E IRQ15 IRQ14 1RQ1Z  IRQ11  IRQ10 - IRQ9  IRQ5 Disable IRQ7" IR4* 1RQ3* | Disable
PRQ#(POIIRQI#E  IRQ15  IRQ14 IRQ12 IRQ1T IRQ10  IRQ9  IRQS  Disable 1RQ7% iRQ4® 1RQS®  Disable
PIRQ2# (PCI_IRQ2#)E IRQ15  IRQ14 IRQ12  IRQ11  IRQI0 - IRQ9 ' IRQ5 . Disable IRG7S IR4C  1IRQ3C | Disable
PIRQ3# (PCIIRQ3#E IRQ15 IRQ14  IRQ12  IRQ11 IRQ10 1RQ9  IRQ5 Disable 1RQ7° IRA4® 1RQEP  Disable
*  Default

A:  Only valid with SYSCFG 41h[3:1] - 000.

B: Only valid with SYSCFG 41h[0] and 40h(7:6] - 000.

C: Only valid with SYSCFG 40h(5:3] - 000.

D: Only valid with SYSCFG 40h{2:0] - 000.

E: Refer to Table 5-9 for additional muxing options on IRQ6 and IRQ12.

F: SYSCFG 40h[2:0] for PIRQO#, 40h[5:3] for PIRQ14, 40h{7:6]+41h{0] for PIRQ2#, 41h[3:1] for PIRQ3#.

G:

SY SCFG 50h(1:0] for PIRQO#, 50n[3:2] for PIRQ1#, 50h{5:4] for PIRQ2#, 50h[7:6] for PIRQ3#.
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5.3.2 82C568 Power Management Registers

The Power Management Registers are located in the 82C568
and are accessed by an indexing scheme.

Port 022h is used as the Index Register and Port 024h is the
Data Register. Each access to a control register consists of:

1)

2) followed by a read or write to Port 024h with the actual
register data.

The index resets after every access; so every data access
(via Port 024h) must be preceded by a write to Port 022h

. if the i i i ccessed ively.
a write to Port 022h, specifying the desired register in the event same register is being accessed consecutively

data byte, Table 5-11 gives the bit formats for the Power Management
Registers accessed in SYSCFG. All bits are read/write and
their default value is 0 unless otherwise specified.
Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 4 3 2 1 0
SYSCFG EOh GREEN Mode Control/Enable Status Default = 00h
SMi# GREEN event | Wake-up event GREEN Hardware Hardware Hardware Software
generation: SMi# genera- | SMi# genera- | status bit (RO): PPWRL# PPWRL# PPWRL# GREEN eavent
Setting this bit | tion/status:() tion/status:@ 0 = NORMAL generation generation for | generation for | generation (can
allows power 1 = GREEN enable bit: GREEN events: | wake-up events:| be used by
management to Aliows a Allows genera- | Allows control of APM):
be run through GREEN/wake- | tion of a hard- hardware Setting this bit
the SMI#. . . up event to ware PPWRL# |PPWRL# gener-| via software
profocol. . generate a for GREEN ation for rejoad generates a
0 = Disable (the PPWRL# pulse. events. GET/wake-up | GREEN event
only way power |’ 0 = Disable |0 = Disable, svents. {if SYSCFG
management " 1=Enable |Causessystem |0 = Disable, E1h[0]is
functions can not to generate | Causes system enabled).

now be utilized a hardware not to generate |0 = No action is
is by setting bit |- PPWRL# for a hardware taken.
3=1). : GREEN events. | PPWRL# for 1 = Causes the
1 = Enable 1 = Enable, wake-up events. | ganeration of a
Causes system |1 = Enable, GREEN event
10 generate a Causes system | (if SYSCFG
hardware 1o generate a E1h[0] = 1).
PPWRL# for hardware
GREEN events | PPWRL# for
(if bit3 = 1). wake-up events
(if bit 3 = 1).

1) Written to: Allows generation of SMi# on occurrence of any GREEN event (if bit 7 = 1).
0 = Disable, GREEN event occurrence will not cause an SMI# to be generated {this will also cause the status bit to be 0, and a read from
the status bit will always yield a 0).
1= Enable, GREEN event will cause an SMI# to be generated.
Bead from:
Reflects if GREEN event caused SMi#.
0 = SMi# is not caused by GREEN event.
1= GREEN event caused the system to generate a SMi#.
The BIOS should read this bit to identify whether a GREEN event caused the generation of the SMI#.
2) Wiitten fo: Allows generation of SMI# on occurrence of any reload GET/wake-up event (if bit 7 = 1),
0 = Disable, Wake-up event occurrence will not cause a SMi# to be generated (this will also cause the status bit to be 0, and a read from
the status bit will always yield a 0).
1 = Enable, Wake-up event will cause a SMI# to be generated.
Bead from: Reflects if wake-up event caused SMI#
0 = SMI# not caused by wake-up event.
1 = Wake-up event caused the system to generate a SMI#.
The BIOS shouid read this bit to identify whether a wake-up event caused the generation of the SMi#
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 4 J 3 L 2 1 0
SYSCFG E1h EPMI Control / GREEN Event Timer Default = 00h
GREEN Event Timer (GET) CLK EPMIO# EPMIO# This bit is used | Timer ime-out | EPMIO# trigger | Sfiwrtriggerinto
selection: polarity select: debounce in conjunction into GREEN info GREEN | GREEN enable/
This specifies the period of the |0 = EPMI0# is select: with b?t 510 |enable/status:® | enable/status:® status:®
CLK used by the GET. anactive low |0 = Disable determine the | wyyinep 1o Wiritten to: Wiitten ta:
00 = 119ys CLK period input debounce é’:hljlrgz ;f ‘::I 0 =Disables the |0 = Disables an |0 = Disables a
01 = 12.25ms CLK period 1=EPMIO#is |1=Enable ) 9nal- | GET time-out EPMO# trigger | software trigger
10 = 1.94s CLK period anactive high |{debounce 0= POlantV of  ltom causing from causing from causing a
11 = 62.55 CLK period input (EPMIO# width SF’tMIO# ':d X GREEN event |GREENevent |GREEN event
needs to stay b;:rmm Y11= Enables the |1 = Enablesan |1 = Enablesa
stable for >= ) GET time-out to | EPMIO# trigger |software trigger
Smstobe rec- 1= Regardless | ;5,56 GREEN |to cause to cause a
ognized ofbit 5 setting, | gyany GREEN event |GREEN event
EPMIO# will be : . . : .
:;'ﬁiger:g on:;e Reflects Reflects Refiects
well gs th%eris- whethera whether a whether a
ing edge. How- GREEN event |GREENevent |GREEN event
ever caré must has been has been has besn
be ta;ken to invoked by the |invoked by an |invoked by a
ensure that the timer time-out (it | EPMIO# trigger | software trigger.
level on EPMIO# 0 had been writ- | (if 0 had been [ {if 0 had been .

stays
unchanged fora
minimum
period of 20ms
for the Viper-
MAX Chipset to
recognize the
level change
and actonit.

ten to it then
reading this bit
will always
show a 0).
0=GREEN
event has not
been caused
by the GET
time-out
1=GREEN was
caused due to
the GET time-
out

written to it then
reading this bit
will aiways
showa 0). «

0 = GREEN- .
event is not
invoked due to
an EPMIO# trig-
ger

1 = GREEN
eventis
invoked due to
an EPMI0# trig-
ger

written to it then
reading this bit
will aiways -
show a 0).
0=GREEN:."
eventisnot
invoked by a-
software trigger:
1=GREEN"
eventis
invoked by a
software trigger

2)

1) Inaddition, since this pin can also take on the functionality of DREQS (pin number 122 on the 82C568), the polarity on DREQS, when this
pinis used for the DREQS functionality, will be active low when this bit is a 0 and will be active high when this bitis a 1.
When the combination of bits 3 and 5 is 00, then a falling edge on EPMI0# will be recognized as an interrupt. When the combination on the
aforementioned bits is 01, then a rising edge on the EPMI0# signal will be recognized as an interrupt. When the combination of the bits is
1X, then EPMIO# will be recognized on a transition to the opposite level. However, as noted earlier, the new level to which EPMI0#
switches to will have to be maintained for a minimum period of 20ms for the internal circuit to recognize the transition and act onit.

The BIOS should read this bit to identify the cause of the GREEN event. Ifitis caused by the GET time-out, then the BIOS should clear the
bit by writing a 0.

3) The BIOS should read this bit to identify the cause of the GREEN event. If it is caused by an EPMI trigger, then the BIOS should clear the
bit by writing a 0.

4) The BIOS should read this bit to identify the cause of the GREEN event. If it is caused by a software trigger, then the BIOS should clear
the bit by writing a 0. After that, to enable the functionality the BIOS should write a 1.

SYSCFG E2h

GREEN Event Timer Initial Count Register
GREEN Event Timer count;

Specifies the initiai count (01h-FFh) for the GET. This count, along with SYSCFG E1h{7:6], specify the time-out period for the GET.

Note: There is a latency of two clocks, so the actual time-out period will be:
(the count selected +2) * (clock period defined in SYSCFG E1h(7:6])

Default = 00h
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 | 6 ' 5 | 4 3 2 1 0
SYSCFG E3h IRQ Event Enable Register 1 Default = 00h
IRQ7 monitor: | IRQE monitor: | IRQS monitor: | IRQ4 monitor: | IRQ3 monitor: | IRQ[15:0] deg- | IRQ1 monitor: | IRQO monitor:
Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable | litch select: | pisable/enable | Disable/enable
IRQ7 from/to IRQ6 from/to IRQS5 from/to IRQ4 from/o IRQ3 from/to | 0 = No deglitch | 1RQ1 from/to IRQO from/to
becoming a becoming a becoming a becoming a becoming a 1 =Sample the | becoming a becoming a
reload GET / reload GET / reload GET/ reload GET / reload GET/ | IRQ[15:0] lines | reload GET/ reload GET/
wake-up event. | wake-up event. | wake-up event. | wake-up event. | wake-up event. | using an inter- wake-up event. | wake-up event.
0 = Disable 0 = Disable 0 = Disable 0 = Disable 0=Disable | nalclockand | - pisabie 0 = Disable
1 = Enable 1 = Enable 1 = Enable 1 = Enable 1=Enable |reduce glitching| 1 = Enabie 1 = Enable
SYSCFG E4h IRQ Event Enable Register 2 Defauit = 00h
IRQ15 monitor: { IRQ14 monitor: | IRQ13 monitor: | IRG12 monitor: | IRQ11 monitor: | IRQ10 monitor: | IRQY monitor: | IRO8 monitor:
Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable
IRQ15 from/to | IRQ14 fromAo | IRQ13 from/to | IRQ12 from/to | IRQ11 fromio | IRQ10 from/to IRQ9 from/to IRQ8 from/to
becoming a becoming a becoming a becoming a becoming a becoming a becoming a becoming a
reload GET/ reload GET/ reload GET/ reload GET/ reload GET / reload GET/ reload GET / reload GET /
wake-up event. | wake-up event. | wake-up event. | wake-up event. | wake-up event. | wake-up event. wake-up event. | wake-up event.
0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disable
1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1 = Enable 1= Enable 1 = Enable
SYSCFG E5h DREQ Event Enable Register Default = 00h
DREQ7 DREQS6 DREQS Reserved: DREQ3 DREQ2 DREQ1 DREQO
monitor: monitor: monitor: Must = 0 monitor: monitor: monitor: monitor:
Disable/enable | Disable/enable | Disable/enable Disable/enable | Disable/enable | Disable/enable | Disabie/enable
DREQ?7 fromfto DREQS from/to | DREQS5 from/to DREQ3 fromfo | DREQ2 from/to | DREQ1 fromfto | DREQO from/to
becoming a becorning a becoming a becoming a becoming a becoming a becoming a
refoad GET / reload GET / reload GET/ reload GET / reload GET/ reload GET / reload GET/
wake-up event. | wake-up event. | wake-up event. wake-up event. | wake-up event. | wake-up event. | wake-up event,
0 = Disable 0 = Disable 0 = Disable 0 = Disable 0 = Disabie 0 = Disable 0 = Disable
1 = Enable(" 1 = Enabie!™ 1 = Enable(" 1 = Enable(" 1 = Enable(" 1 = Enabie(" 1 = Enable("
1) Enable if SYSCFG EFh[6] = 1 (this then becomes a wake-up event).
SYSCFG E6h Device Cycle Monitor Enable Register Defauit = 00h
Programmable | Parallel ports | Video (AQ000- Hard disk Floppy disk Keyboard COM Ports 1/3 | COM Ports 2/4
IO/MEM access BFFFFh, 3BCh- access access access access access
range:(" detection: 3DFh) access detection: detection: detection: detection: detection:
Disable/enable | Disable/enable detection: Disable/enable | Disable/enable | Disable/enable | Disable/enable | Disable/enable
the device accesses to the | Disable/enable | accesses to the | accesses to the | accesses to the | accesses to the | accesses to the
cycie to the parailel ports | video accesses | hard disk ports accesses to keyboard (60h, | COM Ports 1/3 | COM ports 2/4
address range (3BOh-#BFh, | fromAo becom- | (170h-177h, floppy disk 64h) from/to (3F8h-3FFh, (2F8h-2FFh,
specified from/ 378h-37Fh, ing a reload 376h, 1F0Oh- (3F5h) from/to becoming a 3E8h-3EFh) 2E8h-2EFh)
to becoming a 278h-27Fh) GET /wake-up 1F7h, 3F6h) becoming a reload GET/ | from/to becom- | from/to becom-
reload GET/ | from/to becom- event. fram/to becom- | reload GET/ | wake-up event. ing a reload ing a reload
wake-up event. | ing a reload 0 = Disable ing a reioad | wake-up event. 0 = Disable GET /wake-up | GET / wake-up
0 = Disable GET / wake-up 1 = Enable GET / wake-up 0 = Disable 1 = Enable svent. event.
1 = Enable event. event. 1 = Enable 0 = Disable 0 = Disable
0 = Disable 0 = Disable 1 = Enable 1 = Enable
1= Enable 1 = Enable
1)  Setting this bit enables the IO/MEM address ranges specified in SYSCFG E7h through ESh to be monitored.
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 4 3 | 2 | 1 [ 0
SYSCFG E7h Wake-up Source/Programmable /O/Memory Address Mask Register Defauit = 00h
PREQ# LDEV#/ Reload GET an Reserved: IO/MEM (non- | Mask bits for the programmable IO/MEM (non-sys-
detection: DEVSEL# an EPMIO# Must = 0 system mem- tem memory) address range (SYSCFG E8h):
Allows PCI bus detection: trigger: ory) selection 000 = Mask no bits
requests to be Allows alt 0 = Disables for the program- 001 = Mask lowest bit
monitored. | accesses to the |generation of a mable address 010 = Mask lowest 2 bits

0 = Disables a local bus be |reload GET/ ranges specified 011 = Mask lowest 3 bits

PCl bus master | monitored. | wake-up event in SYSCFG E8h 100 = Mask lowast 4 bits

cycle from gen- |0 = Disables | onan EPMIO# and ESh: 101 = Mask lowest 5 bits

eraﬁng a reload gene ration of a trigger. Determines 110 = Mask lowest 6 bits

GET /wake-up |reload GET/ 1 = Enables whether the 111 = Mask lowest 7 bits

event. wake-up event |generation ofa address speci-

1=Enablesa |onanylocalbus |reload GET/ fiedin SYSCFG

PCl bus master | Slave access. |wake-up event E8hand ESh is

cycle to gener- |1 = Enables on an EPMIO# an |/0 or non-

ate a reload generationofa |trigger. system mem-

GET / wake-up |reload GET/ ory address.

event if wake-up event = /0

SYSCFG on any local bus 1 = Memory

EFh{7] is set.

slave access.

SYSCFG Esh

Programmable IO/MEM Address Range Register
Programmable IO/MEM (non-system memory) address range:

Depending on the selection in SYSCFG E7h([3], the address range specified in this register and in SYSCFG E9h corresponds

to an /O or a non-system memaoty address.

Bits {7:0] map onto address lines A7:0] for an I/O address and map onto address lines A[23:16] for a non-system memory address.

SYSCFG E7h[2:0] specify the masking range.

Detault = 00h

SYSCFG ESh

Programmable I0/MEM Address Range Register
Programmabile 10/MEM (non-system memory) address range:

Bits [7:0] map onto address lines A[15:8] for an I/O address and map onto address lines A{31:24} for a non-system memory address.” -

Default = 00h

SYSCFG EAh Enter GREEN State Port Register Defauit =01h
Hardware power management information:
This port provides the GREEN state values for the external power control latch (SYSCFG ECh). When the
hardware PPWRL# is strobed to enter the GREEN state, this register will transfer its contents to SYSCFG ECh.
GREEN state Power Port (GPP) bits [7:0] contain the information that is transferred to SYSCFG ECh.
SYSCFG EBh Return to NORMAL State Configuration Port Register Default = 01h

NORMAL state configuration information:

This port provides the return to NORMAL state values for the external power control latch (SYSCFG ECh). Whan the
hardware PPWRL# is strobed to return to the NORMAL mode, this register will transfer its contents to SYSCFG ECh.

NORMAL state Power Port (NPP) bits [7:0] contain the NORMAL state configuration information that is transferred to SYSCFG ECh.

SYSCFG ECh

Shadow Register for External Power Control Latch Register
This port shadows the value of the external power control latch (SYSCFG ECh).

Power Port (PP) bits [7:0] contain the value that the external power control latch has. A write to SYSCFG ECh will generate a PPWRL# pulse.

Defauit = 01h

912-2000-014
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 | 6 | 5 | a 3 2 1 0

SYSCFG EDh Device Cycle Detection Enable / Status Register Defauit = 00h

Programmable LPT access Video access Hard disk Floppy disk Keyboard COM Ports 1/3 | COM Ports 2/4

IO/MEM range monitor for monitor for access monitor | access monitor | access monitor | access monitor | access monitor

monitor for SMI# genera- | SMI# genera- | for SMI# gener- | for SMI# gener- | for SMI# gener- | for SMI# gener- | for SMi# gener-
SMi# genera- | fion/status:® | tion/status:® | ation/status @: | ation/status:® | ation/status:® | ation/status:? ation: (8
tion/status: (")

@

@)

@)

(1) Written to; Allows an access to the programmed I0/MEM

cause a SMI# to be generated.

address range (specified by SYSCFG E8h and E9h), to become
a wake-up event. If SYSCFG EOh[5] and EOh{7] = 1, an SMI# will
be generated.

0 = Disable an access to programmed range from generating a
SMi

1 = Enable an access to programmed range to generate a SMI#.
Read from: If a 0 has been written into this bit, then a read from it
will always show a 0.

0 = SMI# has not been invoked by an access to programmed
range.

1 = SMi# has beeén invoked by an access to programmed range.
The BIOS should read this bit to identify the cause of the SMI#. if
it is caused by a device cycle to the above programmed address
range, then the BIOS should ctear the bit by writing a 0.

Wiriften to: if set, allows an LPT access to become a wake-up
event, If SYSCFG 'EON{5] and EOh(7] are setto 1, then it will

0 = Disabie an LPT access from generating a SMI#.

1 = Enable an LPT access to generate a SMI#.

Bead from; If a 0 has been written into this bit, then a read from it
will always show a 0.

0 = SMI# has not been invoked by an LPT access cycle.

1 = SMi# has been invoked by an LPT access cycle.

The BIOS should read this bit to identify the cause of the SMI#. If
itis caused due to an LPT access, then the BIOS should clear
the bit by writing a 0.

Wiitten to: Allows a video access to become a wake-up event. If
SYSCFG EOh{5] and EOh(7] are setto 1, an SMI# will be gener-
ated.

0 = Disable a video access from generating a SMI.

1 = Enable avideo access to generate a SMI#.

Read from: If a 0 has been written into this bit, then a read from it
will always show a 0.

0 = SMI# has not been invoked by a video access cycle.

1 = SMI# has been invoked by a video access

The BIOS shouid read this bit to identify the cause of the SMI#. If
itis caused by a device cycle fo the above programmed address
range, then the BIOS should clear the bit by writing a 0.

Written to: If set allows a hard disk access to become a wake-up
event. if SYSCFG EQh{5] and EOh[7] are set to 1, then it will
cause a SMI# to be generated.

0 = Disables a hard disk access from generatinga SMi#.

1 = Enables a hard disk access to generate a SMI#.

Bead from: if a 0 has been written into this bit, then a read from it
will always show a 0.

0 = SMI# has not been invoked by a hard disk access cycle.

1 = SMI# has been invoked by a hard disk access cycle.

The BIOS shouid read this bit to identify the cause of the SMI#. If
itis caused due to a hard disk access, then the BIOS should

clear the bit by writing a 0.

(5) Written to: If set, allows a floppy disk access to become a wake-

(6)

—

—

7)

8)

up event. If SYSCFG EOh{5] and EOh[7] are set to 1, then it will
cause a SMi# o be generated.

0 = Disables a floppy disk access from generating a SMi#,

1 = Enables a floppy disk access to generate a SMI#.

Bead from; if a ¢ has been written into this bit, then a read from it
will always show a 0.

0 = SM!# has not been invoked by a floppy disk access cycle.

1 = SMI# has been invoked by a floppy disk access cycle.

The BIOS should read this bit to identify the cause of the SMI#. It
it is caused due to a floppy disk access, then the BIOS should
clear the bit by writing a 0. :

Written to: If set, allows a keyboard access to become a wake-up
event. If SYSCFG EOh(5] and EOn[7] are set to 1, then. it will
cause a SMI# 1o be generated.
0 = Disables a keyboard access from generatmg a SMi# .
1 = Enables a keyboard access to generate a SMI#.

Read from; !f a 0 has been written into this bit, then a read from it
will always show a 0.
0 = SMI# has not been invoked by a keyboard access cycle.
1 = SMI# has been invoked by a keyboard access cycle.
The BIOS should read this bit to identify the cause of the SMI#. If
itis caused due to a keyboard access, then the BIOS should
clear the bit by writing a 0.
Wiritten to: If set, allows an access to COM Ports 1/3 to become a
wake-up event. If SYSCFG EOh[5] and EOh[7] are set to 1, then it
will cause a SMi# to be generated.
0 = Disables a COM1/COM3 access from generating a SMI#.
1 = Enables a COM1/COM3 access to generate a SMi#
BRead from: If a 0 has been written into this bit, then a read from it
will always show a 0.
0 = SMI# has not been invoked by a COM1/COM3 access cycle.
1= SMI# has been invoked by a COM1/COM3 access cycle.
The BIOS should read this bit to identify the cause of the SMI#. If
itis caused due to an access to COM Ports 1/3, then the BIOS
shouid clear the bit by writing a 0.
Written to: If set, will allow an access to COM Ports 2/4 to
become a wake-up event. If SYSCFG EQh[5] and E0Oh([7] are set
o 1, then it will cause a SMI# to be generated.
0 = Disables a COM2/COM4 access to generate a SMi#
1 = Enables a COM2/COM4access to generate a SMI#
Read from: If a 0 has been written into this bit, then a read from it
will always show a 0.
0 = SMI# has not been invoked by a COM2/COM4 access cycle.
1 = SMi# has been invoked by a COM2/COM4 access cycle.
The BIOS should read this bit to identify the cause of the SMI#. If
itis caused due to an access to COM Ports 2/4, then the BIOS
should clear the bit by writing a 0.
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 4 3 ' 2 1 | 0
SYSCFG EEh STPCLK# Modulation Register Default = 00h
CPU STOP- CPU on hold Reserved: STPCLK# STPCLK# modulation duty cycle:
ClK state | whenin STOP- Must = 0 modulation: 1000 = STPCLK# = 1 always (i.e., no modulation)
support. CLK state: 0 =Disable |001 = STPCLK# = 1 for 1/2 period
0 = Disable 0 =No 1=Enable [010=STPCLK# =1 for 1/4 period
1 = Enable 1=Yes 011 = STPCLK# =1 for 1/8 period
This setﬁng is 100 = STPCLK# =1 for 1/16 period
mainly used for 101 = STPCLK# = Reserved
further bwenng 110 = STPCLK# = Reserved
power con- 11 1 = STPCLK# = ReseNed
sumption. Comes into effect only ifbit 3 = 1.
SYSCFG EFh Miscellaneous Register Default = 00h
PREQ# wake- | DREQ# wake- Reserved: GPCS1#, Reserved: Clock selection | Read current Reserved:
up system: up system: Must = 0 GPCS2# Must =0 bit to initiate the count of Must = 0
This bit is used | This bit is used generation: hardware timers:("
in conjunction | in conjunction Setting this bit PPWRL#signal: | o _ Retym the
with SYSCFG |SYSCFGEShto enables genera- 0 =14MHz current count
E7h{7]toenable | enable any tion of GPCS1# clock value on reads
a local bus DREQ# to and GPCS2# 1 =32kHz clock (o registers.
request to wake-up the for the address ifCLK SYNTH |1 = Retumn the ;
wake-up the system. ranges specified is in the power- | originally pro-
system. 0 = Disable in SYSCFG down mode, grammed value
0 = Disable 1 = Enable F4h through then aclock that |into the register
1 = Enable F7h. is still running | on reads..
0 = Disable will have to be
1 = Enable selected in
order for the
wake-up event X
to triggera
hardware
PPWRL# signal.

1)  This bit must be setto a 0 to read the current count of the various timers used in power management of the Viper-MAX Chipset. The user
needs to program various initial counts in the registers at SYSCFG EOh, Eth, E2h, EDh, FOh, F1h, F2h, FCh, FDh, and FEh. The current
count value of the timers associated with these registers can be read back from these registers if this bit set to 0. if this bitis setto 1,
reads from the aforementioned registers will return the originally programmed initial count of the respective registers.
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 } 6 5 l 4 3 2 1 0

SYSCFG FOh Device Timer CLK Select / Enabie Status Register Default = 00h
Clock period for Device Timer 1: | Clock period for Device Timer 0: | Device Timer 1 | Device Timer 0 | Device 1 cycle | Device 0 cycle
00=119us  10=1.94s 00=119ys  10=1.94s time-out time-out generate wake- | generate wake-

01=1225ms 11=625s 01=1225ms 11 =625s GREEN event | GREEN event up event up event

enable/ enable/ enable/ enable/

status:(1) status:(@ status:® status:(4

Q)

(@)

3)

4

Written to: If set, Device Timer 1 time-out becomes a GREEN event.
0 = Disable Device Timer 1 time-out from becoming a GREEN event.
1 = Enable Device Timer 1 time-out to bacome a GREEN event.
Bead from: if this has not been enabled (i.e., not setto 1), then a read from it will always fetch 0.
1 = GREEN event has been invoked by Device Timer 1 time-out.

0 = GREEN event has not been invoked by Device Timer 1 time-out.
The BIOS should read this bit to identify the cause of the GREEN event. If it is caused due to Davice Timer 1 time-out, then the BIOS
should clear the bit by writing a 0. After that, to enable the functionality again, the BIOS should write a 1.

Written to: If set, Device Timer 0 time-out becomes a GREEN event.
0 = Disable Device Timer 0 time-out from becoming a GREEN event.
1 = Enable Device Timer 0 time-out to become a GREEN event.
Read from: If this has not been enabled (i.e., not setto 1) then a read from it will aiways fetch 0.
1 = GREEN event has been invoked by Device Timer 0 time-out.

0 = GREEN event has not been invoked by Device Timer 0 time-out.
The BIOS should read this bit o identify the cause of the GREEN avent. If it is caused due to Device Timer 0 time-o
should clear the bit by writing a 0. After that, to enable the functionality again, the BIOS should write a 1.

Written to: If enabled, will allow any access to the Device 1 address range (SYSCFG Féh, F7h
0 = Disables a Device 1 cycle from becoming a wake-up event.
1 = Enables a Device 1 cycle to become a wake-up event.
Bead from: If a 0 had been written to it, then a read from it will always fetch 0.
0 = Wake-up event has not been invoked by an access cycle to device 1.
1 = Wake-up event has been invoked by an access cycle to device 1. -
The BIOS should read this bit to identify the cause of the wake-up event. If it is caused by an access to the Device 1 address range, then
the BIOS should clear the bit by writing a 0. After that, to enable the functionality again, the BIOS should write a 1.
If Device Timers 1 and 2 are not utilized, then the F1h-F7h register space can be used as scratch pad space.

Written to: This bit, if enabled, will allow any access to the Device 0 address range (SYSCFG F5h, F4h) to become a wake-up event.
0 = Disables a Device 0 cycle from becoming a wake-up event.
1 = Enables a Device 0 cycle to become a wake-up event.
Read from: If a 0 had been written to it, then a read from it will always fetch 0.
0 = Wake-up event has not been invoked by an access cycle to device 0.

1 = Wake-up event has been invoked by an access cycle to device 0.

The BIOS should read this bit to identify the cause of the wake-up event. If it is caused by an access to the Device 0 address range, then
the BIOS shouid clear the bit by writing a 0. After that, to enable the functionality again, the BIOS should write a 1.

) to become a wake-up event.

ut, then the BIOS

SYSCFG F1h

Device Timer 0 initial Count Register

Device Timer 0 initial count:
Bits [7:0] specify the initial count (00h-FFh) for Device Timer 0.

These bits, in conjunction with SYSCFG FOh[5:4], define the time-out period for Device Timer Q.

Default = 00h

SYSCFG F2h

Device Timer 1 Initial Count Register

Device Timer 1 initial count;
Bits [7:0] specify the initial count (00h-FFh) for Device Timer 1.

These bits, in conjunction with SYSCFG FOn([7:6], define the time-out period for Device Timer 1.

Default = 00h
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 4 3 ] 2 [ 1 [ 0
SYSCFG F3h Device Timer IO/MEM Select, Mask Bits Register Default = 00h
IO/MEM Mask bits for Device 1 IO/MEM address range: IO/MEM Mask bits for Device 0 IO/MEM address range:
selection for 000 = Mask no bits selection for 000 = Mask no bits
Device 1: 001 = Mask the lowest bit Device 0: 001 = Mask the lowest bit
This bit deter- 010 = Mask the lowest 2 bits This bit deter- 010 = Mask the lowest 2 bits
mines whether 011 = Mask the lowest 3 bits mines whether 011 = Mask the lowest 3 bits
the address 101 = Mask the lowest 5 bits the address 101 = Mask the lowest 5 bits

range specified
for Davice 1 in

101 = Mask the lowest 5 bits
110 = Mask the lowest 6 bits

range specified
for Device 0 in

101 = Mask the lowest 5 bits
110 = Mask the lowest 6 bits

SYSCFG Féh 111 = Mask the lowest 7 bits SYSCFG Fsh 111 = Mask the lowaest 7 bits
and F7h,isan and F4h, is an
/O address or /O address or
a memory a memory
address. address
= I/O address 0 = /O address
1= Memory 1 =Memory
address address
SYSCFG F4h Device 0 I0/MEM Address Register Default = 00h

Device 0 IO/MEM address:
This register is used in conjunction with SYSCFG F5h(7:0] to specify the /0 or the memory address of Device 0. If SYSCFG F3h([3] =
these bits map onto A[7:0] as an I/O address. If SYSCFG F3h([3] = 1, these bits map onto A[23:16] as a memory address.
SYSCFG F3h[2:0] specify which of these bits are to be masked.

SYSCFG F5h Device 0 10/MEM Address Register
Device 0 IO/MEM address:

This register is used in conjunction with SYSCFG F4h[7:0] to specify the 1/0 or the memory address of Device 0. If SYSCFG F3h(3] =
these bits map anto A[15:8] as an /O address. If SYSCFG F3h{3] = 1, these bits map onto A[31:24] as a memory address. -

it SYSCFG EFh[4] = 1, an access to the address range specified here causes GPCS1# to be asserted.

Default = 00h

SYSCFG F6h Default = 00h

Device 1 I0/MEM Address Register
Device 1 IO/MEM address:
This register is used in conjunction with SYSCFG F7h{7:0] to specify the I/O ar the memory address of Device 1. If SYSCFG F3h(7] = 0,
these bits map anto A[7:0] as an I/O address. if SYSCFG F3h({7] = 1, these bits map onto A[23:16] as a memory address.
SYSCFG F3h(6:4] specify which of these bits are to be masked.

SYSCFG F7h Device 1 IO/MEM Address Register
Device 1 IO/MEM address:

This register is used in conjunction with SYSCFG F6h[7:0] to specify the I/O or the memory address of Device 1. If SYSCFG F3h(7] =
these bits map onto A[15:8] as an 1/O address. If SYSCFG F3h{7] = 1, these bits map onto A[31:24] as a memory address.

1f SYSCFG EFh[4] = 1, an access to the address range specified here causes GPCS2# to be asserted.

Defauit = 00h

SYSCFG FAh-FBh Reserved Register 1

Reserved: Must be written to 0.

Default = 00h

o
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Table 5-11 82C568 Power Management Registers: SYSCFG EOh-FFh
7 | 6 | 5 [ 4 3 2 1 0
SYSCFG FCh Power Management Controi Register 1 Default = 00h
EPMIt# Reload wake- EPMI# EPMI1# EPMI1# Reserved: Pin functionality:
becomes up GREEN polarity:(@ polarity: debounce Must be written to 0. 0 = Pins 131,
GREEN state timer 0=EPMI1# Determines the effect:® 139, and 143
event:(V whenever | o5a6ty deter- polarity of |0 =No all function as
0 = Disable EPMIT#is | minedby bit4 | EPMIT#aslong |debounce EPMIOH.
EPMI1# from active:!) 1 =Aneventwill | aSbit5isnot |effect has been 1= Pin 131
triggering a During writes: |pe triggered dic- set. enabled on functions as
GREEN event |0 = Disable tated by bits 7 Listedisthe |EPMI1# EPMIO#, pin
1= Enable trig- [EPMIT#from  |and 6 ona tran- | combination of |1 = Debounce 139 functions as
gering of a loadingwake-up |sition of EPMI1# | bits5and 4 | effect has been EPMIi1#, and
GREENevent |GREENSstate |(provided tim- | andthe polarity |selected on pin 143 func-
when EPMI1# s | timer ing require- on EPMit# that | EPMI1# (agairT, tions as
active 1 = Enable load- | ments are met they define: | EPMI1# shouid EPMI2#,
ingof wake-up |on EPMIt#) |00 =Faling  |remain stable
GREEN state edge on for a minimum

timeron EPMI1# causes |period of 5ms
EPMI1# atriggering of | for proper rec-
During reads: an event ognition)
0= GREEN 01 = Rising
event not edge on
invoked by EPMI1# causes
.| EPMIT# a trigger of the
1 = GHEEN event
. eveg;m/oked 1X = A transi-
by EPMIT# tion on EPMI1#
' causes a trig-
gering of an
event (as long
as timing
requirements
are met)

signal.

(1) Bits 7 and 6 cannot be set to a 1 at the same time, as EPMi1# is interpreted differently for each of the settings. During reads of the regis-
ter (reads of the register is primarily done to determine status) if bit 7 returns a 1, the user should interpret that as a GREEN event is
invoked by the EPMI1# signaland if a 0 is retumed, the user shouid interpret that as a GREEN event not being invoked by the EPMI1#

(2) Bit5 determines the polarity of EPMI1# in conjunction with bit 4. When bit 5 = 0, the polarity of EPMI1# is determined by bit 4. However,
bit 5 = 1, then regardless of the setting of bit 4, a transition on EPMI1# will trigger an event based on the settings of bits 7 and 6
(explained above). It should be noted that when bit 5 = 1, it is the user’s responsibility to guarantee that the transition on EPMI1# lasts for
a minimum period of 20ms before it departs from the current logic level.

{3) Bit3is used to select the debounce effect on EPMI1# Normally, extemal interrupts to the power managsment unit can cause glitches in
the system. The user can avoid this glitching by setting this bitto a 1. Note that to avoid the glitching, the EPMI1# signal needs to stay
stable for a minimum period of Sms.
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 [ 4 3 | 2 1 0
SYSCFG FDh Power Management Control Register 2 Default = 00h
EPMI2# Reload wake- EPMI2# EPMI2# EPMI2# Reserved: Pin 108 Reserved:
becomes up GREEN polarity:(? polarity: debounce Must be written | functionality: | must be written
GREEN state timer | _ epmi2# Determines the effect:® 0. 0 = GPCS0# to 0.
event:() whenever | oiarity deter- polarity of |0 = No 1= PPWRL1
EPMI2#iS | minedby bit 4 | EPMI2# aslong |debounce To activate
0 = Disable active: ™1y _ a0 eventwil | 2SbitSisnot |effect has been these functions
EPMI2# from 0 = Disable be triggered dic- set. enabled on on pin 108,
loadingwake-up | EPMI2# from tated by bits 7 The combina- |EPMI2# PCIDV1
GREEN state | loadingwake-up | and 6 on a tran- | tionofbits 5and |1 = Debounce 44h{3:2] must =
timer GREEN state sition of EPMI2# | 4 and the polar- | effect has been 11 and 44h(1:0]
1 = Enable load- | timer {provided tim- ity on EPMI2# |selected on must = 01.
ing of wake-Up | 1 = Enable load- |ing require- that they define: | EPMI2#
GREENstate  |ingof wake-up |mentsare met |00 = Falling (EPMI2#
timeron GREEN state  |on EPMI2#) edgs on should remain
EPMI2# timer on EPMI2# causes |stable for a min-
During reads: EPMI2# atriggering of imum period of
0 = GREEN an event Sms for proper
event not 01 = Rising recognition.)
invoked by edge on
EPMi2# EPMi2# causes
1=GREEN a triggering of
event invoked an event
by EPMI2# 1X = Transition
on EPMI2#

causes a trig-
gerofanevent
(as longas tim-
ing require-
ments are met)

@

(1) Bits 7 and 6 cannot be set to a 1 at the same time, as EPMI2# is interpreted differently for each of the settings. During reads of the regis-
ter (done to determine the status of the event) if bit 7 returns a 1, the user should interpret that as a GREEN event is invoked by the -~
EPMI2# signaland it a 0 is retumed, the user should interpret that as a GREEN event not being invoked by the EPMI2# signal.

Bit § determines the polarity of EPMI2# in conjunction with bit 4. 1f bit 5 = 0, the polarity of EPMI2# is determined by bit 4. However, if bit
5 =1, then regardless of the setting of bit 4, a transition on EPMI2# will trigger an event based on the settings of bits 7 and 6 (explained
above). It should be noted that when this bit is set to a 1, it is the user's responsibility o guarantee that the transition on EPMI2# signal

lasts for a minimum period of 20ms before it departs from the current logic level.

Bit 3 is used to select the debounce effect on EPMI2# Nommnally, external interrupts to the power management unit can cause glitches in

the system. The user can avoid this glitching by setting this bit to a 1. Note that to avoid glitching, EPMI2# signal needs to stay stabie for
a minimum period of 5ms,
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Table 5-11 82C568 Power Management Registers: SYSCFG EOh-FFh
7 | 6 | s | 4 3 | 1 0
SYSCFG FEh Power Management Control Register 3 Default = 00h
EPMI3# Reload wake- EPMI3# EPMI3# EPMI3# Reserved:
becomes up GREEN polarity:®@ polarity: debounce Must be written to 0.
GREEN state timer 0 = EPMI3# Determines the effect: &
event:(") whenever | o141ty deter- polarity of 10 = No
During writes: EPMIS#iS | mined by bit4 | EPMI3# as long |debounce
0 = Disable active: ™ 1.\ oventwill | @Sbit5isnot |effect has been
EPM!3# from 0 = Disable be triggered, set. enabled
loadingwake-up | EPMI3# from | dictated by bits | The combina- |EPMI3#
GREEN state loadingwake-up (7 and 6 on a tionofhits S5and | 1 = Debounce
timer GREEN state  |{ransition of 4 and the polar- | effect has been
1 = Enable load- | timer EPMI3# (pro- ity on EPMI2# |selected on
ing of wake-up | 1 = Enable load- |vided EPMI3# | that they define: | EPMI3#
GREEN state  |ingof wake-up |timing require- |00 = Falling (EPMI3#
timer on GREEN state | ments are met) |edge on shauld remain
EPMI3# timer on EPMI3# causes |stable for a min-
During reads: EPMI3# atriggering of  |imum period of
0 = GREEN an event Sms for proper
event not 01 = Rising recognition)
invoked by edge on
EPMI2# EPMI3# causes
1=GREEN a triggering of
event invoked an event
by EPMI2# 1X = Transition
on EPMI3#
causes a trig-
gerofanevent
(aslong as tim-
ing require-
ments are met)

(1) Bits 7 and bit 6 cannot be setto a 1 at the same time, as EPMI3# is interpreted differently for each of the settings. During reads of the
register (done to determine the status of the event) if bit 7 returns a 1, the user should interpret that asa GREEN event is invoked by the
EPMI3# signal and if a 0 is returned, the user should interpret that as a GREEN event not being invoked by the EPMI3# signal.

{2) Bit5 determines the polarity of EPMI3# in conjunction with bit 4. When bit 5 = 0, the polarity of EPMI3# is determined by bit 4. However,
if bit 5 = 1, then regardless of the setting of bit 4, a transition on EPMI3# will trigger an event based on the settings of bits 7 and 6
{explained above). it should be noted that when this bit is set to a 1, it is the user's responsibility to guarantee that the transition on
EPMI3# signal lasts for a minimum period of 20ms before it departs from the current logic level.

(3) Bit3is used to select the debounce effect on EPMI3#. Normally, extemal interrupts to the power management unit can cause glitches in
the system. The user can avoid this glitching by setting this bitto a 1. Note that 1o avoid the glitching, the EPMI3# signal needs to stay
stable for a minimum period of Sms.
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Table 5-11  82C568 Power Management Registers: SYSCFG EOh-FFh
7 6 5 a 3 | 2 | 1 } 0
SYSCFG FFh General Purpose Chip Select Control Register Default = 00h
CPU type: Reserved: Reserved: Reserved: Address bit Address bit Address bit
Provides CPU Must be written to 0. Must be written | Must be written masking masking masking
vendor informa- to1. o 0. capability: capability: capability:
tion to the Used in can- Used in con- Used in con-
chipset so it junction with junction with junction with
can provide the SYSCFG SYSCFG SYSCFG
stop clock func- F3h[6:4] to F3h{2:0] to E7h(2:0] to
tionality. increase the increase the increase the
0= CPU ven- granularity in granufarity in granularity in
doris Intel/ the address the address the address
AMD. space of exter- | space of exter- | space of exter-
1 = CPU ven- ) nai devices. nai devices nal devices
dor is Cyrix and This table con- | This table con- | This table con-
the CPU is M1, trols GPCS2#.(1 | trols GPCS1#(") [ trols GPCSO#(D
(1) Bit 2 and SYSCFG F3h[6:4], Bit 2 and SYSCFG F3h(6:4],

Bit 1 and SYSCFG F3h[2:0], (or)
Bit 0 and SYSCFG E7h{2:0]

Bit 1 and SYSCFG F3h([2:0}, (or)
Bit 0 and SYSCFG E7h[2:0]

0 000 =  Mask no bit 1 000 = Mask lowest 8 bits

0 o;m =  Mask first lowest bit 1 001 =  Mask lowest 9 bits

0 010 = Mask lowest 2 bits 1 010 =  Mask lowest 10 bits

0 o1 = Mask lowest 3 bits 1 011 =  Mask lowest 11 bits

0 100 = Mask lowest 4 bits 1 100 =  Mask lowest 12 bits

0 101 =  Mask lowest 5 bits 1 110 = Mask lowest 13 bits

0 110 =  Mask lowest 6 bits 1 110 =  Mask lowest 14 bits <
0 mnm = Mask lowest 7 bits 1 111 = Mask lowest 15 bits .
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5.3.3 82C568 I/O Register Space
The I/O Register Space of the 82C568 is accessed normally (i.e., CPU Direct I/O R/W). There is no indexing scheme.

Table 5-12 /O Port Registers
7 6 5 4 r 3 l 2 ’ 1 0
Port 061h Port B Register
System parity 1/Q channel Timer OUT2 | Refresh detect /O channel Parity check: | Speaker output: | Timer 2 Gate:

check (RO) check {RO) detect (RO) (RO) check: 0 = Enable 0 = Disable 0 = Disable

0 = Enable 1 = Disable 1 = Enable {from CPU

1 = Disable address)
1 = Enable

Port 060h & 064h Keyboard I/0 Control Registers
The 82CS68 will intercept commands to Ports 060h and 064h so that it may emulate the keyboard controller, allowing the generation of the
fast GATEA20 and fast CPURST signals. The decode sequence is software transparent and requires no BIOS modifications to function. The
fast GATEA20 generation sequence involves writing ‘D1h' to Part 84h, then writing data '02h’ to Port 060h. The fast CPU warm reset function
is generated when a Port 064h write cycle with data ‘FEh ' is decoded. A write to Port 064h with data DOh will enable the status of GATEA20

(bit 1 of Port 060h) and the system reset (bit 0 of Port 060h) o be readable

Port 092h * " PS/2 Reset Control Registers Default = 00h
Reserved: A20M#: Fast Reset
Must be written t0 0. 0 = A20M# (automaticaily
' ) : active clears back to
1 = A20M# 0):
inactive 1=INIT sent to
the 3.3V CPU

OPT1
B 9004196 DIZIIJEBDB G?Hv- 912-2000-014
: ’ Revision: 3.0
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5.3.4

Internal Integrated 82C206 Registers

The internal integrated 82C206 configuration register is
accessed by indexing I/O Registers 022h and 023h. Index
Register 01h should be set to the default value of COh. All
individual DMA, Interrupt, and Timer subsystem registers are
mapped in CPU |/O Address Space.

Following Table 5-13 are sections tables that explain the sub-
system registers (DMA, Interrupt Controller and Counter/

Timer) of the 82C206.

Table 5-13  Configuration Register (Index Port 022h, Data Port 023h) - SYSCFG2 01h

7 6

5 l 4

3 ] 2

1 0

These bits control the number of | These bits control the number of | These bits control the number of This bit 0=SYSCLK
wait states inserted when the | wait states inserted in 16-bit DMA | wait states inserted in 8-bit DMA enables the input is +2 and
CPU accessas the registers of the | cycles. Further controf of the DMA | cycles. Further controi of the DMA | early intemal | is used to drive
82C206. Wait states are counted | cycle length is available through | cycle length is available through DMAMEMR# | both 8- and 16-
as SYSCLK cyclesand are not the use of the IPC's IOCHRDY the use of the IPC's IOCHRDY function. ina bit DMA sub-

affected by the DMA clock selec- | pin. During DMA cycles, this pin is | pin. During DMA cycles, this pinis { PC/AT-based systems.
tion. used as an input ta the wait state | used as aninput to the wait state | system, DMA- | 1 _ syscLK
00 = One R/W wait state generation logic to extend the generation logic to extend the MEMR# is will directly

01 = Two R/W wait states cycle if necessary. cycie if necessary. delayed one drive the DMA

10 = Three R/W wait states 00 = One 16-bit DMA wait state | 00 = One 8-bit DMA wait state clock cycle subsystems.

11 = Four R/W wait states 01 = Two 16-bit DMA wait states | 01 = Two 8-bit DMA wait states ater than Whenever the
Default = 11 10 = Three 16-bit DMA wait states | 10 = Three 8-bit DMA waitstates | SMEMR#. | (0 conis bit
11 = Four 16-bit DMA wait states | 11 = Four 8-bit DMA wait states 0 = Start is changed, an

Default = 00 Default = 00 DMAMEMR# | intemal syn-

1 = Start chronizer con-
DMAMEMR# at | trols the actual
the time as switching of the

SMEMR# [ cfock to pre-

Defauit = 0 vent a short
clock pulse from
causing a DMA

malfunction.

Default = 0
912-2000-014
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5.3.4.1 DMA Subsystem Register Descriptions

Table 5-14 DMA Subsystem Registers

7 6 5 4 3 2 1 0
/0 Address 008h/0D0h Command Register (WO)
Determines if | Determines if Extended Rotating Compressed Controller Address hold: Memory-to-
the DACK out- the DREQ write:(") priofity: timing: disable:@ Setting this bit Memory:
putpinwill be | inputpinwiltbe | _ pisabled 0 = Fixed This bit 0=Enable |to1enablesthe This bit
active owor | active low or 1 = Enabled (Defautt) enables the 1 = Disable addresshold | enables Chan-
active high. active high. 1 = Rotating compressed feature in Chan- | nels 0and 1 to
0 = Active low | 0 = Active low timing feature. nel 0 when per- be used for
1 = Active high | 1 = Active high 0 = Com- forming memory-to-
pressed tlmmg memory'tO' memory trans-
1 = Normal. memory trans- fers.
timing (Default fers. 0 = Disable
0 = Disable 1 = Enable
1 =Enable

(1) When the extended write feature is enabled, it causes the write command to be asserted one DMA cycle earlier during a transfer. Thus,
read and write commands both begin in the S2 state.

(2) Setting this bit to 1 disables the DMA subsystem (DMA8 or DMA16'): This function is normally used whenever the CPU needs to repro-
gram one of the channels to prevent DMA cycles from occurring.

110 Address 00Bh/0D6h ~ "Mode Register
Mode select: Decrement: Auto- Transfer type: Channel selection:
00 = Demand made Writing a 1 to initialization: - 00 = Verify These bits determine which chan-
01 = Single cycle mode this bit decre- Writinga 1 to - 01 = Write fransfer nel's Mode Redgister will be writ-
10 = Block mode ments the this bit enables 10 = Read transfer ten. A read-back of a Mode
11 = Cascade mode address after | the auto-initial- 11 =lllegal Register will cause these bits to
each transfer. | ization function. both be 1.
00=Ch.0 10=Ch.2
- 01=Ch.1 11=Ch.3
/O Address 009h/0D2h Request Register Write Format
Don't care Request bit: Request select:
Writinga 1 to | These bits determine which chan-
this bit sets the nel's request bit wili be set.
request bit. 00=Ch.0  10=Ch.2
01=Ch. 1 11=Ch.3
/O Address 009h/0D2h Request Register Read Format
Reserved: Request channel:
Always reads 1. These bits contain the state of the request bit associated with each
request channel. The bit position corresponds to the channel number.

Request Mask Register Set/Reset Format

Don't Care Mask bit: Mask select:
Writinga 1 to | These bits determine which chan-
this bit sets the nel's request bit will be set.

request mask 00=Ch.0 10=Ch.2
bit and inhibits 01 =Ch. 1 11=Ch. 3

extermnal
regquests.
OPT1
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Table 5-14 DMA Subsystem Registers (cont.)

7 6 5 | 4 [ 3 l 2 | 1 | 0
/O Address 00Fh/ODEh Request Mask Register Read/Write Format
Reserved: Mask bits:
Always reads 1. These bits contain the state of the requast mask bit associated with
each request channel. The bit position corresponds to the channel
number.
/O Address 008h/0DOh Status Register (RO)
Data Request: Terminal Count:
These bits show the status of each channel request and are not These bits indicate which channel has reached the terminal count

affected by the state of the Mask Register bits. Reading a 1 means |reading 1. These bits can be cleared by a reset, Master Clear, or each
“request’ occurs and bits 7 through 4 represent Channeils 3 through 0, tlme a status read takes place. The channel number corresponds to

respectively. These bits can be cleared by a reset, Master Clear, of the bit position.
the pending request being deasserted.

/0 Address 40Bh DMA Channel Select Register 1 Default = 00h
Reserved: A setting of 00 on these bits gives Reserved: DMA channel select:
Must be written to 0. compatible timing on DMA trans- Must be written to 0. 00=Ch.0 10=Ch.2

fers. When setto 11, Type F DMA

01=Ch.1 11=Ch.3
timing can be obtained.

/0 Address 481h DMA Channel 2 High Page Register o Defauit = OOh
These bits from the eight most significant address bits AD[31:24] when formatting the address for a DMA transfer.

/0 Address 482h DMA Channel 3 High Page Register : e Default = 00h
These bits from the eight most significant address bits AD[31:24] when formatting the address for a DMA transfer.

/O Address 482h DMA Channel 1 High Page Register : S, Default = 00h
These bits from the eight most significant address bits AD{31:24] when formatting the address fora DMA transfer

/O Address 487h DMA Channel 0 High Page Register : Default = 00h
These bits from the eight most significant address bits AD[31:24] when formatting the address for a DMA transfer.

/O Address 488h Reserved Register Default = 00h

Reserved: Must be written 0.

/0 Address 489h DMA Channel 6 High Page Register Default = 00h
These bits from the eight most significant address bits AD(31:24] when formatting the address for a DMA transfer.

/0O Address 48Ah DMA Channel 7 High Page Register Default = 0Ch
These bits from the eight most significant address bits AD[31:24] when formatting the address for a DMA transfer.

/0 Address 48Bh DMA Channel 5 High Page Register Defauit = 00h
These bits from the eight most significant address bits AD[31:24] when formatting the address for a DMA transfer.

/O Address 4D6h DMA Channel Select Register 2 Default = 00h

Reserved: A setting of 00 on these bits gives Reserved: DMA channel select:
Must = 0 compatible timing on DMA Must = 0 00=Ch.4 10=Ch.6
transfers. 01=Ch.5 11=Ch.7
When setto 11, Type F DMA
timing can be obtained.
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5.3.4.2 interrupt Controller Subsystem Register Descriptions
Table 5-15 Interrupt Controller Subsystem
7 6 5 a | 3 2 1 0
110 Address 02Ch (0ACh) ICW1 Register (WOQ)
Don'’t Care Must be setto 1 Level trigger Don't Care Single mode: Don't Care
for ICW1 since mode: This bit selects
ICW1, OCW2, | gelects either between the
and OCW3 the level or Single and Cas-

share the same
address, 020h
(OAOQN).

edge triggered
maode input {o
the IR, ("

1) Ifa1iswritten to LTM, a high level on the IR input will generate an interrupt request and the IR must be removed prior to EOI to prevent
another interrupt. In the edge triggered mode, a low-to-high will generate an interrupt request. In either mode, IR must be held high until
the first INTA cycle is started in order to generate the proper vector. IR7 vector will be generated if the IR input is negated early.

2) The Single mode is used whenever only one interrupt controller (INTC1) is used and is not recommended for this device. The Cascade
mode allows the two interrupt controllers to be connected through IR2 of INTC1. INTC1 will allow INTC2 to generate its own interrupt

vectors if the Cascade mode is selected and the highest priority IR pending is from an INTC2 mput INTC1 and INTC2 must be pro-
grammed for the Cascade mode.

cade modes.@

/O Address 021h (0A1h) ICW2 Register (WO)

Vector bits 5 through 0:
These bits are the upper five bits of the interrupt vector and are programmable by the
CPU. INTC1 and INTC2 need not be programmed with the same value in ICW2. Usually
INTC1 is programmed with 08h and INTC2 with 70h.

Vector bits 2 through 0:

The lower three bits of the vector are generated by
the Priority Resolver during INTA.

/O Address 021h ICW3 Register - Format for INTC1 (WQ)

Slave mode:
These bits select which IR inputs have Slave mode controlier connected. ICW3 in INTC1 must be written with 04h (IRQ2) for INTC2
1o function correctly.

/0 Address 0A1h ICW3 Register - Format for INCT1 (WO)

Don't Care Identify bits:

Determines the Slave mode address the controller

will respond to during the cascade INTA sequence.

ICW3 in INTC2 should be written with a 02h (IRQ2
of INTC1) for operation in the Cascade mode.

/0 Address 021h (0A1h) ICW4 Register (WO)
Don't Care Enable multiple Don’t Care Auto end of Don't Care
interrupts: interrupt:
This bit will An AEQOl is
enable multiple enabled when
interrupts from this bitis 1. The
the same chan- interrupt con-
nel in the Fixed troller will per-
Priority mode. (! form a non-
specific EOl on
the trailing
edge of the sec-
ond INTA
cycle.®

1) This aliows INTC2 to fully nest interrupts when the Cascade and Fixed Priority mode are both selected, without being biocked by INTC1,
Correct handiing in this type of mode requires the CPU to issue a non-specific EOl command to zerc when exiting an interrupt service
routine. If zero, a non-specific EOl command should be sent to INTC1. If non-zero, no command is issued.

Note this function should not be used in a device with fully nested interrupts uniess the device is a cascade master iype.
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Table 5-15  Interrupt Controller Subsystem (cont.)
7 6 | 5 | a | 3 [ 2 l 1 | 0

/O Address 021h (0A1h) OCW1 Register
Mask bits:

These bits control the state of the Interrupt Mask Register. Each Interrupt Register can be masked by writing a 1 in the appropriate bit position
(MO controls IR0, etc.). Setting an IMR bit has no affect on lower priority requests. All IMR bits are cleared by writing ICWA.

/0 Address 020h (0AOh) OCW2 Register (WO)
These bits are used to select various operating | These bits must be setto O to indi-| These three bits are internally decoded to select
functions. Writing a 1 in bit 7 causes one of the cate that OCW2 is selected, which interrupt channel is to be affected by the Spe-
rotate functions to be selected. because ICW1, OCW2, and cific command. L[2:0] must be valid during three of
Writing a 1 in bit 6 causes a specific or immediate | OCW3 share the same address. the four specific cycles.
function to occur. All specific commands require 020h (OAOh).

L[2:0] to be valid except no operation.
Writing a 1 in bit 5 causes a function related to EOI
to occur.

000 = Clear Rotate in Auto-EQI mode

001 = Non-specific EO1 Command

011 = No Operation

011 = Specific EOl Command*

100 = Set Rotate in Auto-EO! Mode

101 = Rotate on Non-specific EOl Command

110 = Set Priority Command* -
111 = Rotate on specific EOl Command : ’

*L[2:0] are used by these commands.

110 Address 020h (0AOh) OCWS3 Register (WO) .
Reserved: Enable Speciai Mask mode:(") | These bits must be setto O fo indi-| Polled mode: Read Register:
This bit must 0X = No operation cate that OCW3 is selected Writinga 1to | A 1 to this bit enables the con-
be setto 0. |10 = Reset Special Mask mode to because ICW1, OCW2, and this bit of tents of IRR or ISR (determified
Normal Mask mode OCWS3 share the same address, | OCW3 enables | by RIS) to be placed on XD{7:0]
11 = Set Special Mask mode 020h (QAON). the Polled when reading the Status Port at.

mode.@ address 020h (0ACOh). Asserting
PM forces RR to reset.
0X = No Operation
10 = Read IRR on the next read
11 = Read ISR on the next read
(1) Writing a 1in bit 5 enables the set/reset Special Mask mode function. ESMM allows the other functions in OCW3 to be accessed and
manipulated without affecting the Special Mask mode (SMM) state.

During SMM, writing a 1 1o any bit position of OCW1 inhibits interrupts and a 0 enables interrupts on the associated channel by causing
the Priority Resolver to ignore the condition of the ISR.
(2) Writing OCW3 with the Polled mode acts like the first INTA cycle, freezing all interrupt request lines and resolving priority. The next read

operation to the controller acts like a second INTA cycle and polled vector is output to the data bus. The format of polled vector is
described later.

/0 Address 020h (0AOh) liR Register
Interrupt request bits:

These bits correspond to the interrupt request bits of the Interrupt Request Register. A 1 on these bits indicate that an
interrupt request is pending on the coresponding line.

/0 Address 020h (0AOh) ISR Register
Interrupt service bits:

These bits correspond to the interrupt service bits of the Interrupt Service Register. A 1 on these bits indicate thatan
interrupt is being serviced on the corresponding IS bits of the ISR.
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Table 5-15 Interrupt Controller Subsystem (cont.)

7| 6 | 5 | 4 | 3 2 1 0
/0 Address 20h (0AOh) Poll Vector
Interrupt: Don't Care Vector bits:
A 10n this bit These bits are the binary encoding of the highest
indicates that a priority level pending interrupt request being polled.
pending inter- It no pending interrupt has been poiled, all three bits
rupt is polled. If are equal to 1.
there is no

pending inter-
rupt request or
the request is
removed
befare the poll
command, this
bitis 0.
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Interrupt Controller Subsystem Shadow Registers

The registers listed in this section (Interrupt Controiler Sub-
system) are accessed with Port 022h used as the Index Reg-
ister and Port 024h as the Data Register. Each access to a
register within this space consists of:

1) awrite to Port 022h, specifying the desired register in the
data byte,

2. followed by a read or write to Port 024h with the actual
register data.

e —

The index resets after every access; so every data access
(via Port 024h) must be preceded by a write to Port 022h
even if the same register is being accessed consecutively.

These registers shadow the write-only registers in the Inter-
rupt Controller Subsystem. The values programmed into the
“write-only” registers can be read back by accessing these
registers.

Table 5-16 Interrupt Controller Subsystem Shadow Register
7 [ 6 5 4 3 2 0

SYSCFG 80h PIC1ICW1 Register (RO)

Reads back the contents of the ICW1 Register at Address 020h.
SYSCFG 81h PIC1ICW2 Register (RO)

Reads back the contents of the ICW2 Register at Address 021h.
SYSCFG 82h PIC1ICW3 Register (RQ)

Reads back the contents of the ICW3 Register at Address 021h.
SYSCFG 83h PIC1ICW4 Register (RO) B

Reads back the contents of the ICW4 Register at Address 021h.
SYSCFG 84h Reserved
SYSCFG 85h PIC10CW2 Register (RO) i

Reads back the contents of the OCW2 Register at Address 020h.
SYSCGF 86h PIC10CW3 Register (RO)

Reads back the contents of the OCW3 Register at Address 020h.
SYSCFG 87h Reserved
SYSCGF 88h PIC2ICW1 Register (RO)

Reads back the contents of the ICW1 Register at Address 0ACh.
SYSCGF 8%h PIC2ICW2 Register (RO)

Reads back the contents of the ICW2 Register at Address 0A1h.
SYSCGF 8Ah PIC2ICW3 Register (RO)

Reads back the contents of the ICW3 Register at Address 0A1h.
SYSCGF 8Bh PIC2ICW4 Register (RO)

Reads back the contents of the ICW4 Register at Address 0A1h.
SYSCFG 8Ch Reserved
SYSCGF 8Dh PIC20CW2 Register (RO)

Reads back the contents of the OCW2 Register at Address 0AOh.
SYSCGF 8Eh PIC20CW3 Register (RO)

Reads back the contents of the OCW3 Register at Address 0AOh.
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5§.3.4.3 Counter/Timer Subsystem Register Descriptions
Table 5-17 Counter/Timer Subsystem Registers
7 6 5 4 3 2 | 1 0
/0 Address 043h Control Word Format (WO)
Select counter: Read/write: Mode select: Binary coded
These bits select which counter | These bits determine the counter These bits select the counter operating mode. decimal:()
this control word is written to. read/write word size. 000 = Mode 0 During R/W
00 = Counter 0 00 = Rsrvd for counter latch 001 = Mode 1 counter com-
01 = Counter 1 command X10 = Mode 2 mands control
10 = Counter 2 01=R/WLSB only X11 = Mode 3 word writing:
11 = Rsivd for read-back 10 = R/WMSB only 100 = Mode 4 1 = binary
command 11 = R/W LSB first, then MSB 101 =Mode 5 coded decimal
count format
) 0 = binary
counting format

(1) During read-back command word writing, this bit 0 must = 0.

/O Address 043h

Select counter:

These bits select which counter is
being latched.
00 = Counter 0
01 = Counter 1
10 = Counter 2
11 = Rsrvd for read-back
command

Counter Latch Command Format (WO)

These bits must be 0 for the Don't care

counter latch command.

/0 Address 043h Read-Back Command Format (WO)

These bits must be 1 for the Latch count. | Latch status: ] Counter select: Reserved:
read-back command. 0= Laiches the | 0 = Latches the { These bits select which counter(s) the read-back Wiite as 0.
. countof the | statusinforma- ' command is applied to.
counting com- tion of the 0XX = Counter 2
ponent of the selected X0X = Counter 1
selected counter(s). XX0 = Counter 0
counter(s).
/O Address 043h Status Format (RO)
Out: Null Count: Read/Write Word: Mode bits: Binary Coded
This bitcontains | Thisbitcontains | These bits indicate the counter | These bits reflect the operating mode of the counter Decimal:
the state of the | the condition of [ read/write word size. This infor- and are interpreted in the same manner as in the This bit indi-
OUT signal of | the null count mation is useful in determining write control word format. cates the count-
the counter. flag.(" where the high byte, the low byte, ing element is
or both must be must be trans- operating in
ferred during counter read/write binary format
operations. or BCD format.

1}  This flag is used to indicate that the contents of the counting element are valid. It will be set to 1 during a write to the control register or the
counter. It is cleared to a 0 whenever the counter is loaded from the counter input register.

/0 Address 040h

Counter 0 Count Value (WO)
Confains the initial count value of Counter 0.

/O Address 41h Counter 1 Count Value (WO)
Cantains the initial count value of Counter 1.
/O Address 42h Counter 2 Count Value (WO)
Contains the initial count value of Counter 2.
OPTi1
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Counter/Timer Subsystem Shadow Register Descriptions
The remaining registers listed in this section (Counter/Timer
Subsystem) are accessed with Port 022h used as the Index
Register and Port 024h as the Data Register. Each access to
a register within this space consists of:

1) awrite to Port 022h, specifying the desired register in the
data byte,

2. followed by a read or write to Port 024h with the actual
register data.

82(566/82C567/82C568

The index resels after every access; so every data access
(via Port 024h) must be preceded by a write to Port 022h
even if the same register is being accessed consecutively.

These registers shadow the write-only registers in the
Counter/Timer Subsystem. The values programmed into the
“write-only” registers can be read back by accessing these
registers.

Tabie 5-18 Counter/Timer Subsystem Shadow Registers

7 6 5 4 3 2 1 0
SYSCFG 90h CTSscoLB Regiéter (RO)
Reads back the lower byte value of Counter 0 at Address 40h.
SYSCFG 91h CTSCOHB Register (RO)
Reads back the higher byte value of Counter 0 at Address 40h.
SYSCFG 92h CTSC1LB Register (RO)
Reads back the lower byte value of Counter 1 at Address 41h.
SYSCFG 93h CTSC1HB Register (RO)
Reads back the higher byte value of Counter 1 at Address 41h.
SYSCFG 94h CTSC2LB Register (RO)
Reads back the lower byte value of Counter 2 at Address 42h.
SYSCFG 95h CTSC2HB Register (RO) TN
Reads back the higher byte value of Counter 2 at Address 42h. ’
SYSCFG 96h

Byte Pointer Register (RO)
The contents of this register is the Byte 2 pointer vaiue.
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5.4

5.4.1

82C568 IDE Register Space

IDE Configuration Registers

The configuration space for the IDE Controller can be
mapped in different locations in different OPTi chipsets. In
the case of the 82C568 (Viper-MAX Chipset), it can be
mapped into two locations. it is controlled by SYSCFG
FFh[4]. If this bit is cleared to 0, the configuration space is

mapped as Device 14h (AD31 = 1,) Function 0. I FFh[4] is
set to 1, the IDE controller is mapped as Device 01h (AD12 =
1), Function 1. This section describes the registers imple-
mented in the 256-byte configuration space. All registers not
implemented always return zero during read cycles.

Table 5-19  IDE Configuration Registers
7 6 5 4 3 2 1 0
PCIIDE 00h Vendor ID Register (RO) Default = 45h
PCIIDE 01h OPTI ID Defauit = 10h
PCIIDE 02h Device ID Register (RO) Default = 21h
PCIIDE 03h Identifies the 1D of the IDE controller. If SYSCFG FFh[4] = 1, this register returns C568h. Default = Céh
PCIIDE 04h Command Register - Low Byte Default = 4xh
Reserved Parity Reserved Memory write Reserved IDE controller Reserved 11O accesses:
(RO) checking: (RO} and invalidate: (RO) becomes a PCI IDE controller
0 = Parity 0 = Memory master 10 gen- uses this bit to
checking write generates erate PCI enable/disable
ignored command. accesses: I/O accesses.
1 = IDE controi- 1 = IDE control- 0 = Disable 0 = Disable -
ler generates ler generates 1 =Enable 1 = Enable
PERR# ifa par- command. Note: (Default = 1)
‘ity error occurs This bit must be
diring /O write explicitly pro-
cycles grammed.
For I/O read
cycles, the IDE
controller
always gener-
ates parity bit.
PCIIDE 05h Command Register - High Byte Default = 00h
Reserved (RO)
PCIIDE 06h Status Register - Low Byte Default = 80h
Fast back-to- Reserved (RO)
back transac-
tions (RO):
0 = Disable
1 = Enable
(Default = 1)
PCIDE 07h Status Register - High Byte Default = 02h
Parity error: Reserved Master abort: Target abort: Reserved Select timing (RO): Data parity:
This bit is set (RO) As a PClmas- | Asa PCl mas- (RO) These read-only bits indicate the | As a PCIl mas-
whenever the ter, the IDE con- | ter, the IDE con- allowable timing assertion for  |ter, the IDE con-
IDE controller troller sets this | troller sets this DEVSEL# troller sets this
detects a parity bitto 1 whenits | bitto 1 whenits (Default = 01) bitto 1 when it
error. transaction is transaction is detected a data
Itis cleared by terminated with | terminated with parity error.
writing 8000h to a master abort. | a target abort.
this register.

OPTi
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Table 5-19  IDE Configuration Registers (cont.)
7 6 | 5 | a 1 3 | 2 ] 1 0
PCIIDE 08h Revision ID Register (RO) Default = 00h
ldentifies the revision number of the IDE controller
PCIIDE 09h Class Code Register - Low Byte

Defaulit = 80h

Bus mastering Reserved (RO) Writability of Native/Legacy Writability of Native/Legacy
IDE signature the Native/Leg- Mode for the Native/Leg- Mode for
(ROY: acy bit for Secondary IDE: acy bit for Primary IDE:
This bitis set to Secondary IDE | 0 = Legacy Primary IDE 0 = Lagacy
1 to indicate (RO): 1 = Native (RO}: 1 = Native
master mode Determines if bit Determines if bit
support. 2is RO or R/W. 0is RO or R/W.
(Default = 1) 0=Bit2is RO 0=Bit0is RO
1=Bit2is R/W 1 =Bit0is R/IW
This bit is set If 40n(2) = 0,
only when both this bitis 0.
40nh[3}and When the
40h[2] =1. 40h[2] = 1, this
bitis 1.
PCIIDE 0Ah-0Bh Class Code Register (RO) - High Byte Default = 0101h
The MSB indicates the base class code for the mass storage controlier. ’
The LSB byte indicates the sub-class code (IDE controlier).
PCIIDE 0Ch-0Dh Reserved Register (RO)

A Default = 00h

PCIIDE OEh Header Type Register (RO) Defauit = 00h
Configuration bit for single (default) or multi-function device.
I1f SYSCFG FFh[4] is set to 1, this register returns 80h denoting a multi-function device.
PCIIDE OFh Built-In Self-Test Register (RO) Default = 00h

PCIIDE 10h-13h

Primary IDE Command Block Base Address Register
This register is the /O space indicator for the Drive Command Block.
The address block has a size of eight bytes.
Bits [2:0] are read-only and default to 001.
Bits {31:3] are writable if the 40h{2] bit is set to 1.
If 40h[2] = 0, bits [31:0] are read-only and retumn 0.

Detault = 1F1h w/40h(2] = 1

PCIHDE 14h-17h

Primary IDE Control Block Base Address Register
This register is the I/O space indicator for the Drive Control Block.
The address block has a size of four bytes.
Bits [1:0] are read-only and defauit fo 01,
Bits {31:3] are writable if the 40h[2] bit is set to 1.
if 40h[2] = 0, bits {31:0] are read-only and retum 0.

Default = 3F5h w/40h[2] = 1
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Table 5-19

IDE Configuration Registers (cont.)

] e

5

]

4 l 3 2 1 0

PCIIDE 18h-1Bh

Secondary IDE Command Block Base Address Register

This register is the /O space indicator for the Drive Command Block.
The address block has a size of eight bytes.
Bits [2:0] are read-only and default 1o 001,
Bits [31:3] are writable if the 40h(2] bit is set fo 1.
if 40h[2] = O, bits (31:0] are read-only and retumn 0.

Default = 171h w/aoh[2] = 1
and 40h[3] = 0

PCIIDE 1Ch-1Fh

Secondary IDE Control Block Base Address Register

This register is the /O space indicator for the Drive Control Block.
The address block has a size of four bytes.

Bits [1:0] are read-only and default to 01.
Bits [31:3] are writable if the 40h(2] bit is set to 1.
If 40h{2] = 0, bits [31:0] are read-only and retum 0.

Default = 375h w/40h([2] = 1
and 40h[3] =0

PCHDE 20h-23h

Bus Master IDE Base Address Register

This register is the I/O base address indicator for the Bus Master IDE Registers.
The address block has a size of 16 bytes.

Bits [3:0] are read-only and default to 0001.

Bits [31:4] are writable.

Default = 01000080h

PCIIDE 24h-3Bh Reserved Register (RO) Default = 00h
PCIIDE 3Ch Interrupt Line Register Default = 14h
This register indicates which input of the system interrupt controller the PCIIRQ3# interrupt pin is routed to.

PCIIDE 3Dh Interrupt Pin Register (RO) Default = 1
The contents of this registeris 1.

PCIDE 3Eh-3Fh Reserved Register (RO) Default = 00h
PCIIDE 40h IDE Initialization Control Register Default = 00h

Bus master IDE early request for Enhanced Reserved: Secondary IDE: Address Mode:
PCi bus. Slave: Must be written | 0 = Enable relocation: These bits control the default
The bus master IDE requests the | 0 =82C821A- to 0. 1 = Disable Determines if 16-bit cycle times for all IDE
PCI bus whenever the FIFO is: compatible I/O space devices and can be overridden by
00 = Disable, 32 bytes filed mode, uses a addresses are programming the IDE I/O
{1 cache line) 16-byte FIFQ in relocatable via Registers.
01 = 30 bytes filled P10 Mode programming |00 = » 600ns cycle time (PIO
= configuration
10 = 28 bytes filled 1 = Enhanced pa Mode 0)
11 = 26 bytes filled mode, usesa Space regisiers. | 51 - > 383ns cycle time (PIO
= 26 bytes fille 32-byte FIFO in 0 = Fixed /O Mode 2)
PIO Mode id’féf]sses 10 = > 240ns cycle time (PIO
( ) Mode 1)
1F7h, 3F6h 11 lo PIO
for primary: = > 180ns cycle time (P!
170n-177h, Mode 3)
376h for
secondary)
1 = Relocat-
able 11O
addresses
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Table 5-19 IDE Configuration Registers (cont.)

7 6 5 ] 4 | 3 2 | 1 0
PCIIDE 41h Reserved Register (RO) Default = 00h
PCIIDE 42h IDE Enhanced Feature Register Default = 00h

Reserved: Slave IDE FIFO | IDE arbiter sup-| PClmemory | Concurrent PCl | X-1-1-1 MIDE Reserved:
Must be written 0. to ISAbus | portfor PCYIDE | read line/write | master IDE and PCl master | Must be written
preemption: concurrency: | and invalidate IDE cycie: read/write 0.
0 = Enable 0 = Disable commands: 0 = Disable transfers:
1 = Disable, 1 = Enabie 0 = Disable 1 = Enable (a 0 = Disable
82C568 waits 1 = Enable 48-byte FIFQ s 1 = Enable
fo generate ISA used, master
cycles until all IDE to local
data in the IDE memory and
FIFO is flushed IDE davices will
out be accessed
cancurrently)
PCIIDE 43h IDE Enhanced Mode Register Default = 00h
Enhanced Mode for Drive 1 on Enhanced Mode for Drive 0 on Enhanced Mode for Drive 1 on Enhanced Mode for Drive 0 on
Secondary Channel: Secondary Channel: Primary Channel; Primary Channel

Sets 16-bit cycle times for IDE
P!O Modes 3 and 4 or

00 = Disabled, control by corre-
sponding Timing Registers
Set

01 = Command recovery in 1
LCLK

10 = Command recovery in 0
LCLK

11 = Reserved

The corresponding
170h/1710[3:0) must be setto 0
before these two bits are set to 01
or 10.

Multi-Word DMA Modes 1 and 2.

Sets 16-bit cycle times for IDE
P1O Modes 3 and 4 or
Multi-Word DMA Modes 1 and 2.
00 = Disabled, controi by corre-
sponding Timing Registers
Set
01 = Command recovery in 1
LCLK
10 = Command recovery in 0
LCLK
11 = Reserved
The corresponding
170nh/171h[3:0] must be setto 0
before these two bits are set to 01
or 10.

Sets 16-bit cycle times for IDE
PIO Modes 3 and 4 or
Multi-Word DMA Modes 1 and 2.

00 = Disabled, control by comre~
sponding Timing Registers
Set

01 = Command recovery in 1
LCLK

10 = Command recovery in 0
LCLK

11 = Reserved

The corresponding
1FOh/1F1h{3:0) must be setto 0
before these two bits are setto 01
or 10.

{00 = Disabled, control by corre: -

Sets 16-bit cycle timas for IDE
. PIOModes3and 4 or
Muilti-Word DMA mode 1 and 2.

sponding Timing Registers
Set
‘01 = Command recovery in 1
LCLK -
10 = Command recovery in 0
LCLK
11 = Reserved
The correspanding
1FOh/1F1h([3:0] must be setto 0
before these two bits are setto 01

or 10.
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5.4.2 IDE VO Registers

5.4.2.1 Primary IDE /O Registers

The register addresses are referred to in this section by their
power-up default addresses If the power-up default is modi-
fied by writing to Configuration Register 101, then these reg-
isters will be relocated accordingly.

The IDE controller contains registers at seven /O ports
accessible after two consecutive 16-bit /O reads from
address 1F1h, followed by a byte write 03h to 1F2h. Any
other /O cycle between these two reads will disable access
to the IDE controller registers. Refer to Section 4.18.3.2, Pro-
gramming the IDE Mode Timing, for programming details.

Table 5-20 Primary IDE I/O Registers

7 6 5 4

3 2 1 0

/O Address 1F2h

Internal ID Register

Default = xxh

Configuration Configuration Reserved (RO); Reserved:
disable (WO): off (WO): Must be written 0. Must be written 11. If not, all
0 = Enable 0 = Enable (Default = xxxx) writes to the IDE I/O Registers will
accesses {0 accesses to be blocked.
intemal IDE internal IDE
controller regis- | controller regis-
ters , ters
1 = Disable 1 = Disable all.
accesses to accessesto 1’
intermai IDE intemal IDE
controller regis- | controller regis-
ters until ters until power-
another two down or reset.
consecutive /O -
reads from
1F1h.
(Defauit = 1)
O Address 1FOh, Index-0 Read Cycle Timing Register-A Default = xxh

Read pulse width:

The value programmed in this register plus one determines the DRD#
puise width in LCLKSs (for a 16-bit read from the IDE Data Register).
See Tabie 4-63 or Table 4-64.

({Default = xxxx)

Read recovery time:
The value programmed in this register plus two determines the recov-
ery time between the end of DRD# and the next DA[2:0)//DCSx# being
presented (aftera 16-bit read from the IDE Data Register), measured
in LCLKs. See Table 4-63 or Table 4-64.

(Default = xxxx)

Note: Read Cycle Timing Register-A shares the /O address with Read Cycle Timing Register-B, indexed by 1F6h{0]. It controls the read
cycle timing of the IDE Data Register for the drive selected by 1F3h([3:2].

/0 Address 1F0h, index-1

Read Cycle Timing Register-B

Default = xxh

Read puise width;

The value programmed in this register plus one determines the DRD#
pulse width in LCLKs (for a 16-bit read from the IDE Data Register).
See Table 4-63 or Table 4-64.

(Default = xxxx)

Read recovery time:
The value programmed in this register plus two determines the recov-
ety ime between the end of DRD# and the next DA[2:0/DCSx# being
presented (after a 16-bit read from the IDE Data Register), measured
in LCLKs. See Table 4-63 or Table 4-64,

(Default = xxxx)

Note: Read Cycle Timing Register-B shares the I/O address with Read Cycle Timing Register-A, indexed by 1F6h[0]. it controls the read
cycle timing of the IDE Data Register for the drive not selected by 1F3h[3:2] if 1F3h[7] = 1.
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Table 5-20 Primary IDE /O Registers (cont.)
7 6 5 | a | 3 [ 2 | 1 [ 0
/O Address 1F1h, Index-0 Write Cycle Timing Register-A Default = xxh

Write pulse width:

The value programmed in this register plus one determines the DWR#
pulse width in LCLKSs (for a 16-bit write from the IDE Data Register).
See Tabie 4-63 or Table 4-64.

(Default = xxxx)

Write recovery time:;
The value programmed in this register plus two determines the recov-
ety time between the end of DWR# and the next DA[2:0YDCSx# being
presented (after a 16-bit write from the IDE Data Register), measured
in LCLKs. See Table 4-63 or Table 4-64,

(Default = xxxx)

Note: Write Cycle Timing Register-A shares the |/O address with Write Cycle Timing Register-B, indexed by 1F6h[0]. It controls the write
cycle timing of the IDE Data Register for the drive selected by 1F3h([3:2].

/0 Address 1F1h, Index-1

Write Cycle Timing Register-B

Default = xxh

Write putse width:

The value programmed in this register plus one determines the DWR#
pulse width in LCLKs (for a 16-bit write from the IDE Data Register).
See Table 4-63 or Table 4-64.

(Default = xxxx)

Write recovery time:
The value programmed in this register plus two determines the recov-
ery time between the end of DWR# and the next DA[2:0yDCSx# being
presented (after a 16-bit write from the IDE Data Register), measured
in LCLKs. See Table 4-63 or Table 4-64.

(Default = xxxx)

Note:

Write Cycle Timing Register-B shares the /O address with Write Cycle Timing Register-A, indexed by. bit 1F6h[0]. It controls the write
cycle timing of the IDE Data Register for the drive not selected by 1F3h(3:2}if 1F3h{7] = 1.

- o e L T et s e e i W e BT I d T

/0O Address 1F3h Control Register Defauit = xxh
Enable Timing Reserved (RO): Enable one Enable Timing | Enable Timing Reserved: Reserved (RO):
Registers-8: Must be written 0. wait state read: Registers-A, Registers-A, Must be written | Must be written
Cycle Timing 0=2WS Drive 1: Drive 0: 0. - 1.
Registers-B minimum Cycle Timing Cycle Timing (Default = 1)
(1FOh and 1=1WS Registers-A Registers-A
1Fth of Index- minimum (1FGhand (1FOh and
1) and Miscella- for data 1F1hof Index- | 1F1hof Index- _
neous Timing reads 0) to override 0) to override
Register the 1DE timing | the IDE timing
1F6h(5:1]to set 40h{1:0] for | set by 40h{1:0]
override the IDE Drive 1. Drive Q.
timing set by 0 = Disable 0 = Disable
40n(1:0] forany 1 = Enable 1 = Enable
drive not
selected by
1F3h(3:2].
0 = Disable
1 = Enable
Note: Forall new software controls the IDE timing through registers programming, bits 2, 3 and 7 of the Control Register should be enabled

after the Cycle Timing Registers and Miscellaneous Register are programmed. See Table 4-62 for pragramming options.

VO Address 1F5h

Strap Register

Defaulit = xxh

Reserved (RO): Revision number (RO): DINTR status
Must be written | when the value of this register is (RO):
1. setto 11, the contents of REVID | Retums the
Register (08h) shouid be used to state of the
find the revision level of the chip. | DINTR input.

Mode (RO): Reserved (RO): | PCI CLK speed:
Returns information about drive | Must be written 0 =33MHz
speed as determined by 40h{1:0]. 1. 1=25MHz

(Defauit = 1)
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Table 5-20 Primary IDE /O Registers (cont.)

7 | 6 ! 5 | a | 3 | 2 1 0
/0 Address 1F6h Miscellaneous Register Default = xxh
Reserved: Read prefetch: Address setup time: Delay: Index-0:
Must be written 0 = Disable The value programmed in this The value programmed in this register plus two This bit is used
0. 1 = Enable register plus one determines the |determines the minimum number of LCLKs between to select
address setup time between DRDY# going high and DRD# or DWR# going inac- | between Cycle
DRD# or DWR# going active and tive. See Table 4-63 or Table 4-64. Timing Regis-
DA[2:0], DCS3#, DCS1# being (Default = xxx) ters-A and -B
presented, measured in LCLKs. located at 1FOh
See Table 4-83 or Table 4-64. and 1F1h.
(Default = xx)

5.4.2.2 Secondary IDE I/0 Registers .
The register addresses are referred to in this section by their The IDE controller contains registers at seven 1/Q ports

power-up default addresses. If the power-up default is modi- accessible after two consecutive 16-bit VO reads from
fied by writing to Configuration Register 103, then these reg- address 171h, followed by a byte write 03h to 1F2h. Any
isters will be relocated accordingly. ather /O cycle between these two reads will disable access

to the IDE controller registers. Refer to Section 4.18.3.2, Pro-
gramming the IDE Mode Timing, for more details.

Table 5-21  Secondary IDE /O Registers f

7 6 5 4 3 2 o 1 . (1]
VO Address 172h - : Internal ID Register e Default = xxh
Configuration Configuration Reserved (RO): . Reserved:
disable: _ off (WO): Must be written 0. - -Must be written 11, If not, all
0= Eqable 0 = Enable (Detauit = xxxx) ’ writes to 1DE /O Registers will be
accesses to accesses o biocked.
intemal IDE internal IDE
controfler regis- | controller regis-
ters ters
1 = Disable 1 = Disable all
accesses to accesses to
intemnal IDE intemal IDE
controller regis- | controller regis-
ters until ters until power-
another two down or reset.
consecutive /O
reads from
171h.
(Default = 1)
/0 Address 170h, Index-0 Read Cycle Timing Register-A Default = xxh

Read pulse width: Read recovery time:

The value programmed in this register plus one determines the DRD# | The value programmed in this register plus two determines the recov-
pulse width in LCLKs (for a 16-bit read from the IDE Data Register). |ery time between the end of DRD# and the next DA[2:0/DCSx# being
See Table 4-63 or Table 4-64. presented (after a 16-bit read from the |DE Data Register), measured

(Default = xxxx) in LCLKs. See Table 4-63 or Table 4-64.

(Default = xxxx)

Note: Read Cycle Timing Register-A shares the /O address with Read Cycle Timing Register-B, indexed by 176h[0]. It controls the read
cycle timing of the IDE Data Register for the drive selected by 173h[3:2].
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Table 5-21  Secondary IDE I/O Registers (cont.)
7 6 5 l 4 | 3 l 2 | 1 I 0
/0 Address 170h, Index-1 Read Cycle Timing Register-B Default = xxh
Read pulse width: Read recovery time:

The value proagrammed in this register plus ane determines the DRD# | The value programmed in this register plus two determines the recov-
pulse width in LCLKs (for a 16-bit read from the IDE Data Register). |ery time between the end of DRD# and the next DA[2:0/DCSx# being
See Table 4-63 or Table 4-64. presented (after a 16-bit read from the IDE Data Register), measured
(Default = xxxx) in LCLKs. See Table 4-63 or Table 4-64,
(Default = xxxx)

Note: Read Cycle Timing Register-B shares the /O address with Read Cycle Timing Register-A, indexed by 176h[0]. It controls the read
cycle timing of the IDE Data Register for the drive not selected by 173h{3:2]if 173h[7] = 1.

/0 Address 171h, Index-0 Write Cycle Timing Register-A Default = xxh

Write pulse width: Write recovery time:
The value programmed in this register plus one determines the DWR# | The value pro grammed in this reqister plus two determines the recov-
pulse width in LCLKs (for a 16-bit write from the IDE Data Register). |ery time between the end of DWR# and the next DA[2:0/DCSx# being
See Table 4-63 or Table 4-64. presented (after a 16-bit write from the IDE Data Register), measured
(Default = xxxx) in LCLKs. See Table 4-63 or Table 4-64.
(Default = xxxx)

Note: Write Cycle Timing Register-A shares the I/O address with Write Cycle Timing Register-B, indexed by 176h[0]: 1t controls the write
cycle timing of the IDE Data Register for the drive selected by 173h(3:2.

/O Address 171h, Index-1 Write Cycie Timing Register-8 Defauit =‘»xxh

Write pulse width: Write recovery time: ;
The value programmed in this register plus one determines the DWR# | The value programmed in this register plus-two cetermines the recov-
pulse width in LCLKSs (for a 16-bit write from the IDE Data Register). !ery time between the end of DWR# and the next DA[2:0/DCSx# being
See Table 4-63 or Table 4-64. presented (after a 16-bit write from the IDE Data Register), measured
(Default = xxxx) in LCLKs. See Table 4-63 or Table 4-64.
(Default = xxxx)

Note: Write Cycle Timing Register-B shares the /O address with Write Cycle Timing Register-A, indexed by 176h{0}. It controls the write
cycle timing of the IDE Data Register for the drive not selected by 173h{3:2] if 173h{7] = 1.

/0 Address 173h Control Register Default = xxh
Enable Timing Reserved: Enable Timing | Enabie Timing Reserved: Reserved (ROY):
Registers-B: Must be written 0. Registers-A, | Registers-A, | Must be written | Must be written
Cycle Timing Drive 1: Drive 0: 0. 1,
Registers-B Cycle Timing Cycle Timing (Defauit = 1)
(170hand 171h Registers-A Registers-A
of Index-1) and (170hand 171h | (170h and 171h
Miscellaneous of Index-0) to of index-0) to
Timing Register override the IDE | override the IDE
176h[5:1]to timing set by timing set by
override the IDE 40h(1:0] for 40h{1:0] for
timing set by Drive 1. Drive 1.
40h({1:0] for any 0 = Disable 0 = Disable
drive not 1 =Enable 1 = Enable
selected by
173h[3:2).
0 = Disable
1 = Enable

Note: Forall new software controls the IDE timing through programming, bits 2, 3, and 7 of the Control Register should be enabled after the
Cycle Timing Registers and Miscellaneous Register are programmed. See Table 4-62 for programming options.
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Table 5-21 Secondary IDE /O Registers (cont.)

7 | 6 | 5 | a | 3 2 1 0
/O Address 175h Strap Register Defauit = xxh
Reserved: Revision number (RO): SDINTR status Reserved: Reserved (RO): | Reserved (RO):
Must be written | When the value of this register is (RO): Must be written 0. Must be written | Must be written
1. setto 11, the contents of REVID Returns the 1. 0.
Redgister (08h) shouid be used to state of the
find the revision level of the chip. | SDINTR input.
{Default = x)
/O Address 176h Miscellaneous Register Default = xxh
Reserved: Read prefetch: Address setup: DROY delay: Index-0:
Must be written 0 = Disable The value programmed in this The value programmed in this register plus two This bit is used
0. 1 = Enable register plus one determines the |determines the’ minimum number of LCLKSs between to select
address setup time between DRDY# going high and DRD# or DWR# going inac- | between Cycle
DRD# or DWR# going active and tive. See Table 4-63 or Table 4-64. Timing Regis-
DA{2:0], DCS3# DCS1# being (Detault = xxx) ters-A and -B
presented, measured in LCLKs, located at 170h
See Table 4-63 or Table 4-64. and 171h.
(Default = xx)
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5.4.3 Bus Master IDE Registers

The bus master IDE function uses 16 bytes of /O space. The
base address of this block of /O space is pointed to by the
Bus Master IDE Base Address Register (105) in the PCi Con-
figuration space. All bus master IDE I/O space registers can

R

be accessed as byte, word, or dword quantities. The descrip-
tion of the 16 bytes of I/O registers is shown in Table 5-22
and the individual bit formats for each register follow in Table
5-23.

Table 5-22 Bus Master IDE Registers
Oftset from Register
Base Address Access Register Name/Function :
00h R/W Bus Master IDE Command Register for Primary IDE ;
01h Device-specific _
02h RWC Bus Master IDE Status Register for Primary {DE
03h Device-specific
04h-07h R/W Bus Master IDE PRD Table Address for Primary IDE
08h R/W Bus Master IDE Command Register for Secondary IDE
09h Device-specific
0Ah RWC Bus Master IDE status Register for Secondary IDE
0Bh Device-specific
0Ch-0Fh R/W Bus Master IDE PRD Table Address for Secondary IDE
Table 5-23 Bus Master IDE Register Formats ,
7 6 5 4 3 2 1 0
Base Address + 00h Bus Master IDE Command Register for Primary IDE Default = 00h
Reserved: Read or write Reserved: Start/Stop bus
Must be written 0. control: Must be written 0. master:
Sets the direc- Writinga 1 to
tion of the bus this bit enables
master transfer. bus master
0 =PCl bus operation of the
master reads controller. Bus
1 = PCI bus master opera-
master writes tion bggmﬁ
This bit tnot when this bit is
Isbitmustno detected chang-
be changed ing fromQ0to 1.
when the bus The controller
master function will transfer data
is active. between the
IDE device and
memory only
when this bit is
set.(!)

(1) Master operation can be halted by writing 0 to this bit. All state information is lost when a 0 is written; master mode operation cannot be
stopped and then resumed. If this bit is reset while bus master operation is still active (i.e., the Bus Master IDE Active bit of the Bus Mas-
ter IDE Status Register for that IDE channel is set) and the drive has not yet finished its data transfer (the Interrupt bit in the Bus Master
IDE Status Register for that IDE channel is not set), the bus master command is said to be aborted and data transferred from the drive
may be discarded before being written to memory. This bit is intended to be reset after the data transfer is completed, as indicated by
either the Bus Master IDE Active bit or the Interrupt bit of the Bus Master IDE Status Register for that IDE channel.
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Table 5-23  Bus Master IDE Register Formats (cont.)
7 | 6 ] 5 | 4 | 3 2 1 0
Base Address + 02h Bus Master IDE Status Register for Primary IDE Defauit = 00h
Simplex only Drive 1 DMA Drive 0 DMA Reserved: Interrupt: Error: Bus Master IDE
(RO): capabie: capable: Must be written 0. This bitissetby | This bit is set Active:
This bit indi- | This bit is set by | This bit is set by the rising edge | when the IDE This bit is set
cates thatboth | device-depen- | device-depen- of the IDE inter- controiler when the Start
bus master dent code dent code rupt fine. Itis encounters an | bit is written to
channels (pri- | (BIOS or device | (BIOS or device cleared whena | error transfer- | the Command
mary and sec- | driver) toindi- | driver) to indi- 1is written to it |ring data to/from | Register. It is
ondary) can be |cate that Drive 1 | cate that Drive 0 by software. memory. The cleared when
operated at the | for this channel | for this channel Software can | exact error con- | the last transfer
same time. is capable of is capable of use this bit to dition is bus- for a region is
DMA transfers, | DMA transfers, determine if an specific and performed,
and that the and that the IDE device has | can be deter- where EQOT
controller has controller has asserted its mined in a bus- | (end of trans-
been initialized | been initialized interrupt line. | specificmanner. fer) for that
for optimum for optimum When this bit is This bitis region is set in
performance. performance. readas a,all | cleared when a the region
data trans- 1iswrittentoit | descriptor. itis
ferred from the | by software. also cleared

drive is visible in
system mem-
ory.

when the Start
bit is cleared in
the Command
Register.
When this bit is
read as 0, all
data trans-
ferred from the
drive during the
previous bus
master com-
mand is visible
in system mem-
ory, unless the
bus master
command was
aborted.

Base Address + 04h

Descriptor Table Pointer Register for Primary IDE

Bits [1:0] - Reserved

Bits [31:2] - Base Address of Descriptor Table: Corresponds to A[31 2]

Note: The Descriptor Table must be dword aligned and must not cross a 64K boundary in memory.

Defauit = 00h
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not be changed
when the bus
master function
is active.

R
Table 5-23  Bus Master IDE Register Formats (cont.)
7 6 5 l 4 | 3 | 2 } 1 | 0
Base Address + 08h Bus Master IDE Command Register for Secondary IDE
Reserved: Must be written 0. Read or write Reserved: Must be written 0. Start/Stop bus
control: master:
This bit sets the Wiritinga 1 to
direction of the this bit enables
bus master bus master
transfer. operation of the
0 = PCl bus controller. Bus
master reads master opera-
1= PCI bus tion begins.
master writes dv;?ent tzli: 'tn's
ecte -
This bit must ang

ing from O to 1.
The controller
will transfer data
between the
IDE device and
memory only
when this bit is
set.("

(1) Master operation can be halted by writing 0 to this bit. All state information is lost when a 0 is written; master mode operation cannot be
stopped and then resumed. If this bit is reset while bus master operation is still active (i.e., the Bus Master IDE Active bit of the Bus Mas-
ter IDE Status Register for that IDE channel is set) and the drive has notyet finished its data transfer (the Interrupt bit in the Bus Master
IDE Status Register for that IDE channel is not set), the bus master command is said to be aborted and data transferred from the drive
may be discarded before being written to memory. This bit is intended to be reset after the data transter is completed, as indicated by
either the Bus Master IDE Active bit or the Interrupt bit of the Bus Master IDE Status Register for that IDE channel.
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Table 5-23 Bus Master IDE Register Formats (cont.)
7 | 6 | 5 | 4 | 3 2 1 | 0
Base Address + 0Ah Bus Master IDE Status Register for Secondary iDE Default = 00h
Simplex only Drive 1 DMA Drive 0 DMA Reserved: Interrupt: Error: Bus Master IDE
(RO): Capable: Capable: Must be written 0. This bitis setby | This bitis set Active:
This bitindi- | This bitis set by | This bit is set by the rising edge | when the con- | This bit is set
cates that both | device depen- | device depen- of the IDE inter- | troller encoun- | when the Start
bus master dent code dent code rupt line. itis ters an emor bit is written to
channels (pri- | (BIOS or device | (BIOS or device cleared when a |transferringdata | the Command
mary and sec- | driver) toindi- | driver) to indi- 1is written to it [to/frommemory. | Register. itis
ondary) can be |cate that Drive 1 | cate that Drive 0 by software. | Theexacteror | cleared when
operated at the | for this channel | for this channel Software can | condition is bus- | the last transfer
same time. is capable of is capabie of use this bit to specific and for a region is
DMA transfers, | DMA transfers determine ifan | can be deter- performed,
and that the and that the IDE device has | mined ina bus- | where EOT
controlier has controller has asserted its |specificmanner. | (end of trans-
been initialized | been initialized interrupt line. This bit is fer) for that
for optimum for optimum When this bitis | cleared whena | region is set in
performance. performance. readas a1,all | 1iswritten toit the region
data trans- by software. descriptor. It is
ferred from the also cleared

drive is visible in
system mem-
ory.

when the Start
bit is cleared in
the Command
Register. When
this bit is read
as 0, all data
transferred
from the drive
during the previ-
ous bus master
command is vis-
ibls in system
memory,
unless the bus
master com-
mand was

abonted.

Base Address + 0Ch

Descriptor Table Pointer Register for Secondary IDE

Bits {1:0] - Reserved

Bits [31:2] - Base Address of Descriptor Table: Comesponds to A{31:2].

Note: The Descriptor Table must be dword aligned and must not cross a 64K boundary in memory.

Default = 00h
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5.5 Register Summary
Tables 5-24 and 5-25 are summary tables of registers Table 5-24 82C567 Register Summary (cont.)

located within the PC! Configuration, System Control Regis-
ter and /O Register Spaces of the 82C567 and 82C568, Default
) Loc. Register Name Value
respectively.
OEh PCI Master Burst Control Register 1 00h
Table 5-24 82C567 Register Summary 0OFh PCi Master Burst Control Register 2 00h
10h Miscellaneous Control Register 1 00h
Default
Loc. Register Name Value 11h Miscellaneous Control Register 2 00h
- 12h Refresh Control Register 00h
PCIDVO - PC! Specific
13h Memory Decode Control Register 1 0o0h
- i i RO 4510h
00h-0th | Vendor identification (RO) 14h Memory Decode Control Register 2 0oh
- i ificati 67C5h
02n-03n | Device dentification (RO) 1+5h PCI1 Cycle Control Register 1 00h
- 0700h
04h-08h | Command 16h Dirty/Tag RAM Control Register 00h
- 02h
osh-07h | Status 80 17h PCI Cycle Control Register 2 0oh
Q8h Revision Identification (RO) 00h 18h Tristate Control Register ooh
-0Bh I de (R 000006h -
0sn-08 Class Code (RO) 18h Memory Decode Control Register 3 00h
0oh
och Reserved 1Ah Memory Shadow Control Register 1 00h
Ti Oh
oon Master Latency Timer (RO) 0 1Bh Memory Shadow Control-Register 2 - - ooh
h =
OEh Header Type (RO) %0 1Ch EDO DRAM Control oo
ilt- - T 00h
OFh Built-in Self-Test (BIST) (RO) 1bh Miscellaneous Control Register 3 - 00h
10h-3Fh | Reserved (RO) 00h 1EN BOFF# Control — ooh
PCIDVO - System Control 1Fh EDO Timing Control : 00h
40h-41h | Memory Cantrol ooh 20h DRAM Burst Control : 00h
42h-43n | Reserved 00h 21h PCI Concurrence Contrcl - 00h
44h 82C566 Control Register 1 00h 22h Inquire Cycle Control 00h
45h 82C566 Control Register 2 . 00h 23h Pre-Snoop Control 00h
46h 82C566 Control Register 3 00h 24h Asymmetric DRAM Configuration 00h
47h 82C566 Control Register 4 00h 25h GUI Memory Location 00h
SYSCFG - System Control 26h UMA Control Q0h
00h Byte Merge/Prefetch & Sony Cache 00h 27h Selt Refresh Timing 0ch
Module Control 28h SDRAM Burst and Latency Control 00h
01h DRAM Control Register 1 00h 29h SDRAM Selection 00h
02h Cache Control Register 1 00h 2Ah PCI-to-DRAM Deep Buffer Size 00h
03h Cache Control Register 2 0O0h 2Bh EDO/SDRAM Time-OQut 00h
04h Shadow RAM Control Register 1 ooh 2Ch CPU-to-DRAM Buffer Control 00h
05h Shadow RAM Control Register 2 00h 2Dh Bank-wise EDO Timing Selection 00h
06h Shadow RAM Control Register 3 00h 2Eh PC! Master - GUI Retry Control 00h
07h Tag Test 0ch 2Fh CAS Address Setup Time Control 00h
08h CPU Cache Control 00h /O Address
osh System Memory Function oon 8Fh Refresh Page Register (WO)
0An DRAM Hole A Address Decode Reg. 1 ooh CF8h Configuration/NVM Address Register
98h DRAM Hole B Address Decode Reg. 2 ooh CFCh | Configuration/NVM Data Register
0Ch DRAM Hole Higher Address 00h
0Dh Clock Control 00h
912-2000-014 B 900419L 0002831 157 MM
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Table 5-25 82C568 Register Summary (cont.)
Table 5-25 82C568 Register Summary
Default
Default Loc. Register Name Value
Loc. Register Name Value
SYSCFG - Power Mgmnt Registers
PCIDV1 - PCI Specific Registers EOh GREEN Mode Control/Enable Status 00h
00h-0th Vendor identification (RO) 4510h Elh EPMI Control / GREEN Event Timer 00h
02h-03n | Devica Identification (RO) 68Csh E2h GREEN Event Timer Initial Count 0oh
04n-05h | Command 0700h E3h IRQ Event Enable Register 1 00h
06h-07h Status 8002h E4h IRQ Event Enable Register 2 00h
08h Revision Identification (RO) 12h E5h DREQ Event Enable 0oh
09n-08h Class Code (RO) 000106h E6h _ | Device Cycle Monitor Enable 00h
och Reserved 9on E7h Wake-up. Source/Programmable 10/ 00h
0Dh Master Latency Timer (RO) 00h Memory Address Mask
0Eh Header Type (RO) 00h E8h Programmable IO/MEM Address Range 00h
OFh Built-In Self-Test (BIST) (RO) 00h ESh Programmabile IO/MEM Address Range 00h
10h-3Fh Reserved (RO) 00h EAh Enter GREEN State Port 0th
PCIDV1 - System Control Registers EBh Eetum to NORMAL State Configuration 01h
ort
40n-41h Keyboard Control o0h ECh Shadow Register for External Power 01h
42h-43h Interrupt Edge/l.evel Control 00h Control Latch
44h-45h Pin Functionality Register 1 QCh EDh Device Cycle Detection Enable / Status 00h
46h-47h Cycle Control Register 1 00h EEh | STPCLK# Modulation -00h -
48h-49h Pin Functionality Register 2 00h EFh Miscellaneous Register 00h
4Ah-4Bh ROMCS# Range Control 00h FGh » Device Timer CLK Select/ Enable Sta- 00h
4Ch-aDh | Reserved 00h ' | lus
4Eh-4Fh Miscellaneous Control 00h Fth Device Timer 0 Initial Count 00h
50h-51h Interrupt Trigger Control ooh F2h Device Timer 1 initial Count 00h
52h-53h Interrupt Multiplexing Control 00h F3h Device Timer IO/MEM Select, Mask Bits 0Ch
54h-55h PCI Master Control 00h F4h-F5h Device 0 IO/MEM Address 00h
56h-57h Serial Interrupt Source 0oh F&h-F7h Device 1 IO/MEM Address 00h
58h Serial Interrupt Mode Control 0oh FAn-FBh | Reserved oon
59h Pin Functionality Register 3 0oh FCh Power Management Control Register 1 00h
5Ah-5Bh | Distributed DMA Master Base Address |  00h FOh Power Management Controf Register2 |  00h
5Ch Distributed DMA Control och FEh Power Management Control Register 3 00h
5Dh Reserved ooh FFh General Purpose Chip Select Control 00h
5Eh Steerable DRQ Control 00h /O Address - /O Port Registers
5Fh Steerable IRQ Control 00h 061h Port B Register
60h USB Interrupt Control 00h 060h, 064 | Keyboard I/O Control Registers
61h-FCh Reserved 00h 092h PS/2 Reset Control Registers 00h
FDh Reserved xxh Integrated Internal 82C206
FE Stop Grant Cycle Control xxh SYSCFG2 - Index Port 022h, Data Port 023h
FFh Host Memory Parity Error xxh
OPTi
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Table 5-25 82C568 Register Summary (cont.) Table 5-25 82C568 Register Summary (cont.)
Default . Default
Loec. Register Name Value Loc. Register Name Value

01h Configuration Register Coh B5h PIC10CW2 Register (RO)
1/O Address - DMA Subsystem Registers 86h PIC10CW3 Register (RO)
008h/0DOh | Command Register (WO) 87h Reserved
00Bh/ODEh | Mode Register 88h PIC2ICW1 Register (RO)
009h/0D2h | Request Register Write Format 89h PIC2ICW2 Register (RO}
009h/0D2h | Request Mask Register Set/Reset For- 8An PIC2ICW3 Register (RO)

mat 8Bh PiIC2ICW4 Register (RO)
O00Fh/ODEh | Request Mask Register Read/Write For- 8Ch Reserved

mat 8Dh PIC20CW2 Register (RO)
008h/0D0h | Status Register (RO) 8EN PIC20CW3 Register (RO)
408h DMA Channel Select Register 1 00h
Py OMA Channel 2 High Page Register oo /O Address - Counter/Timer Subsystem Registers
482h DMA Channel 3 High Page Register 00h 043n Control Word Format (WO)
482h DMA Channel 1 High Page Register 00h 043h Counter Latch Command Format (WO)
487h DMA Channel 0 High Page Register 00h o43h Read-Back Command Format (WO)
488h Reserved 0oh 043h Status Format (RO)
489h DMA Channel 6 High Page Register -:|  00h g40n Counter 0 Count Value (WO)
48Ah DMA Channel 7 High Page Register ooh o41h Counter 1 Count Value (WO)
48Bh DMA Channel 5 High Page Register 00h 042h Counter 2 Count Value (WO)
4D6h DMA Channel Select Register 2 00h SYSCFG - Counter/Timer Subsystem Shadow Registers .
I/O Address - Interrupt Controller Subsystem Registers 90h CTSCOLB Register (RO) -
020h/0ACh | ICW1 Register (WO) 91 CTSCOHB Register (RO)
021h/0A1h | ICW2 Register (WO) 92h CTSCILB Register (RO)
021h ICW3 Register - Format for INTC1 (WO) 93n CTSC1HB Register (RO)
0A1h ICW3 Register - Format for INCT1 (WO) 94h CTSC2LB Register (RO)
021h/0A1h | ICW4 Register (WO) 9sh CTSC2HB Register (RO)
021h/0ATh | OCWA Register 96h Byte Pointer Register (RO)
020h/0AOh | OCW2 Register (WO) Integrated Internal IDE
020h/0A0h | OCW3 Register (WO) PCIIDE - PCI Specific Registers
020n/0A0h | 1R Register 00h-01h | Vendor ID (RO) 4510h
020h/0ACh | ISR Register 02h-03h Device 1D {RO) 21Céh
020h/0ACh | Poll Vector 0ah-05h | Command 4x00h
SYSCFG - Interrupt Controller Subsystem Shadow Registers 06h-07h Status 8002h
80h PIC1ICW1 Register (RO} o8h Revision ID (RO) 00h
81h PIC1ICW2 Register (RO) 09h-0Bh Class Code 800101h
82h PIC11CW3 Register (RO) 0Ch-0Dh Reserved (RO) ooh
83h PIC11CW4 Register (RO) 0Eh Header Type (RO) 00h
84n Reserved OFh Built-In Self-Test Register (RO) 00h

912-2000-014 M 9004196 0002833 T2T W

Revision: 3.0




T sl AL e e RN e

82C566/82C567/82C568

I L e
Table 5-25 82C568 Register Summary (cont.) Table 5-25 82C568 Register Summary (cont.)
Default Defauit
Loc. Register Name Value Loc. Register Name Value
10h-13h Primary IDE Command Block Base 1Fth w/ 1FOh, Read Cycle Timing Register-A xxh
Address Register 40h[2]=1 Index-0
14h-17h Primary IDE Control Block Base 3Fsh w/ 1FOh, Read Cycle Timing Register-B xxh
Address Register 40h{2]=1 Index-1
18h-1Bh Secondary IDE Command Block Base 171h w/ 1F1h, Write Cycle Timing Register-A xxh
Address Register 40h(2}=1 Index-0
40:[';?_0 1F1h, Write Cycle Timing Register-B soch
— index-1
1Ch-1Fh Secondary IDE Controi Biock Base 375h w/
Address Register 40h({2)=1 1F3h Control xxh
and 1F5h - | Strap xxh
40n{3}=0 1F6h Miscellaneous xxh
20h-23h Bus Master IDE Base Address Register 0100
0080h /O Address - Secondary IDE I/O Registers
24h-3Bh Reserved (RO) 00h 172h Intemal ID xxh
3Ch Interrupt Line 14h 170h, Read Cycle Timing Register-A xxh
- Index-0 :
| 3Dh Interrupt Pin (RO) 1
170h, Read Cycle Timing Register-B : h
3EN-3Fh | Reserved (RO) 00h nde ead Cydle Timing Register-B *
) x-1
PCIIDE - System Control Registers : 171h, Write Cycle Timing Register-A =~ | " xxh
40h IDE Initialization Control 1 - 00h Index-0 - :
41h Reserved (RO) . 00h 171h, Write Cycle Timing Register-B 1 xxh
- 1 -1 . ..
42h IDE Enhanced Feature ooh ndex .
173h Control h
43h IDE Enhanced Mode Register 00h e : ki
175h Strap xxh
/0 Address - Primary IDE /O Registers
176h Miscellaneous xxh
1F2h Intemal ID
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6.4 82C566 AC Characteristics (66MHz - Preliminary)

Sym | Parameter Min | Max | Unit | Figure | Condition

t101 | HD{63:0] to MD([63:0] bus valid 2 22 ns

1102 | DLE1# low to HD[63:0] bus valid 2 22 ns

1103 | DLEO# low to HD[63:0] bus valid 2 22 ns

t104 | MD[31:0}# setup to DLEO# low 5 ns

t105 | MD{63:32] setup to DLE1# low 5 ns

t106 | HD[31:0] setup to DLEO# low 5 ns

1107 | HD[63:32] setup to DLE1# low 5 ns

t108 | MD{31:0]# hold from DLEQ# high 5 ns

t109 | MD[63:32] hold from DLE1# high 5 ns

t110 | HD{31:0] hold from DLEO# high 8 ns

t111 | HD[63:32] hold from DLEO# high 8 ns

t112 | HDOE# high to HD{63:0] high-Z 2 11 ns

t113 | HDOE# high to HD{31:0] high-Z 2 11 ns

t114 | MDOE# high to MD{63:0] high-Z 2 15 ns

6.5 82C567 AC Characteristics (66MHz - Preliminary)

Sym '| Parameter ) i Min | Max | Unit | Figure | Condition

1201 | CPUCLK/LCLK to BRDY# active delay 5 15 ns 6-3

1202 | CPUCLK/LCLK to BRDY# inactive delay 5 15 ns

1203 | ECA4, OCA4 delay from CPUCLK/LCLK rising 5 15 ns 6-3

1204 | HACALE delay from CPUCLK/LCLK rising 5 15 ns

t205 | ECDOE#, even bank cache, falling edge valid delay from 5 15 ns 6-3
CPUCLK/LCLK rising

1206 | OCDOE#, odd bank cache, falling edge valid delay from 5 15 ns
CPUCLK/LCLK rising

t207 | ADS# setup to CLK high 2 ns

t208 | ADS# hold time from CLK high 1 ns 6-2

t209 | MAOH#, D/C# W/R#, CACHE# setup to CLK high 1 ns 6-1 Sampled one

CLK after ADS#

210 | CPUCLK/LCLK to DIRTYWEH# active delay 5 14 ns 6-3

211 | CPUCLK/LCLK to DIRTYWE# inactive delay 5 14 ns

1212 | CPUCLK/LCLK to TAGWEH# active delay 5 14 ns 6-3

1213 | CPUCLK/LCLK to TAGWE# inactive delay 5 14 ns

t214 | ECAWE# even bank cache, falling edge valid delay from 5 15 ns 6-3
CPUCLK/LCLK high

215 | OCAWE¥, odd bank cache, falling edge valid delay from 5 15 ns 6-3
CPUCLK/LCLK high

1216 | CPUCLK/LCLK to NA# active delay 5 15 ns 6-3
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6.0 Maximum Ratings

Stresses above those listed in the following tables may cause permanent damage to the device. These are stress ratings only
and functional operation of the device at these or any other conditions above those indicated in the operational sections of this
specification are not implied.

6.1  Absolute Maximum Ratings

5.0 Volt 3.3 Voit

Symbol Parameter Min Max Min Max Unit

vCC 5.0V Supply Voltage 4.5 55 NA NA v

vDD 3.3V Supply Voltage NA NA 2.97 3.63

Vi Input Voltage —0.5 VCC + 0.5 -0.5 vDD +0.33 \

VO Output Voltage -0.5 VCC +0.5 -0.5 vDD + 0.33 Vv

TOP Operating Temperature 0 70 0 70 °C

TSTG Storage Temperature -40 125 —40 125 °C
6.2 DC Characteristics: 5.0 Volt (vccC = 5.0v £5%, TA = 0°C to +70°C)

Symbol Parameter Min Max Unit- ... | Condition

ViL Input low Voltage -0.5 0.8 \ -

VIH Input high Voitage 2.0 VCC + 0.5 vV . :

VOL Output low Voltage 0.4 A IOL = 4.0mA

VOH Output high Voltage 2.4 ' IOH = —-1.6mA ¥

Ik input Leakage Current 10.0 HA VIN = VCC

10Z Tristate Leakage Current 10.0 HA ~

CIN Input Capacitance 10.0 pF -

couTt Output Capacitance 10.0 pF

ICC Power Supply Current 240 mA In a 66/100MHz system
6.3 DC Characteristics: 3.3 Volt (vDD = 3.3V 5%, TA = 0°C to +70°C)

Symbol Parameter Min Max Unit Condition

VIL input low Voltage -0.5 0.8 \

VIH Input high Voltage 2.0 VDD + 0.33 \

VOL Output low Voltage 0.4 v IOL = 4.0mA

VOH Output high Voitage 2.4 \) IOH = -1.6mA

L Input Leakage Current 10.0 HA VIN = VDD

10Z Tristate Leakage Current 10.0 A

CIN Input Capacitance 10.0 pF

couT Output Capacitance 10.0 pF

ICC Power Supply Current 115 mA In a 66/100MHz system

« The total average Viper-MAX Chipset power dissipation for a system running at 66/100MHz is 1550mW
(2x 175 + 600 + 600 = 1550mW). The average power dissipation for each device within the chipset:
- B82C566 = 175mW
- 82C567 = 600mW
- 82C568 = 600mW
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82C567 AC Characteristics (66MHz - Preliminary) (cont.)

82C566/82C567/82C568

Sym | Parameter Min | Max | Unit | Figure | Condition
t217 | CPUCLK/LCLK to NA# inactive delay 5 15 ns
t218 | TAG[7:0] data read to BRDY# low 5 ns 6-1
1219 | CPUCLK/LCLK to ADSC# active delay (for sync SRAM) 15 ns 6-3
1220 | CPUCLK/LCLK to ADV# active delay (for sync SRAM) 15 ns 6-3
t221 | CPUCLK/LCLK to SYNCSO0#, SYNCS1# active delay (for sync 5 15 ns 6-3
SRAM)
1222 | CPUCLK/LCLK to CAWE[7:0]# active delay (for sync SRAM) 5 15 ns 6-3
t223 | HA[31:3] valid delay from LCLK high 2 18 ns 6-3
t224 | AHOLD valid delay from CLK high 5 15 ns 6-3
t225 | EADS# valid delay from CLK high 5 15 ns 6-3
t226 | RESET rising edge valid from CLK high 5 15 ns 6-3
t227 | RESET falling edge valid delay from CLK high 5 15 ns 6-3
t228 | KEN#/LMEM# valid delay from CPUCLK/LCLK high 5 15 ns 6-3
1229 | RAS[3:0]# valid delay from CPUCLK high/LCLK high 2 15 ns 6-3°
1230 | CAS[7:0}# valid delay from CPUCLK high/LCLK high 2 15 ns 6-3
t231 | MA[11:0] valid delay from CPUCLK high/LCLK high 2 15 ns 6-2
t232 | DWE# valid delay from CPUCLK high/LCLK high 2 15 ns 6-3
1233 | MA[11:0] propagation delay from HA[28:3] 2 22 ns
t234 | C/BE[3:0]# FRAME# TRDY#, IRDY# STOP# PLOCK#, 2 11 ns 6-3 -
DEVSEL# valid delay from LCLK rising :
t235 | C/BE[3:0]# FRAME# TRDY#, IRDY# STOP# DEVSEL# 7 ns 6-1
setup time to LCLK rising
1236 | C/BE[3:0}# FRAME# TRDY#, IRDY# STOP# DEVSEL# hold 0 ns
time from LCLK rising
1237 | AD[31:0] valid delay from LCLK high 2 11 ns 6-3
1238 | AD[31:0] setup time to LCLK high 7 ns 6-1
t239 | AD{31:0] hold time from LCLK high 0 ns 6-2
t240 | DBCOE[1:0}# MDOE#, HDOE# valid delay from CLK/ LCLK 2 15 ns 6-3
high
t241 | DLE[1:0]# valid delay from CLK\M.CLK high 2 15 ns 6-3
t242 | MDLE# valid delay from CLKALCLK high 15 ns 6-3
t243 | LA[23:9] valid delay from CLK high (2nd or 3rd T2) 2 25 ns 6-3
t244 | HREQ setup time to CLK high 2 ns 6-1
t245 | HOLD valiid delay from CLK high 5 15 ns 6-3
t246 | HLDA setup time to CLK high 2 ns 6-2
1247 | HLDA hold time from CLK high 1 ns 6-2
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82C566/82C567/82C568
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6.6 82C568 AC Characteristics (66MHz - Preliminary)

Sym | Parameter Min | Max | Unit | Figure | Condition
t301 | FRAME# TRDY#, IRDY#, STOP#, DEVSEL# PAR, SERR#, 2 11 ns 8-3
PERR# valid delay from LCLK rising
t302 | PGNT[2:0]# valid delay from LCLK rising 2 12 ns 6-3
1303 | PIRQ[3:0}# valid delay from LCLK rising 2 16 ns 6-3
t304 | MMD[31:0]} valid delay from LCLK rising 2 20 ns 6-3
t305 | C/BE[3:0]# AD[31:0], FRAME#, IRDY# TRDY#, STOP# 7 ns 6-1
DEVSEL#, PLOCK# PAR, SERR# PERR# setup time to
LCLK rising
t306 | C/BE(3:0]# AD[31:0], FRAME#, IRDY#, TRDY# STOP#, 0 ns 6-2
DEVSEL#, PLOCK#, PAR, SERR#, PERR# hold time from .
LCLK rising
t307 | PREQ(2:0}# setup time to LCLK rising 12 ns
1308 | PREQ[2:0}# hold time from LCLK rising 0 ns 6-2
t309 | PIRQ(3:0]# setup time to LCLK rising 5 ns 6-1
t310 | PIRQ[3:0}# hold time from LCLK rising 3 ns 6-2
t311 | PPWRL# valid delay from ATCLK falling 5 15 ns
t312 | MMD(31:0] setup time to MDLE# low 5 ns
t313 | MMD[31:0] hold time from MDLE# high 5 ns
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6.7 AC Timing Diagrams
Figure 6-1  Setup Timing Waveform
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Figure 6-2 Hold Timing Waveform
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"Figure 6-3 Output Delay Timing Waveform
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7.0 Test Mode Information

Each device in the Viper-MAX Chipset can be forced into var-
ious test modes for board-level testing automatic test equip-
ment (ATE).

* 82C566
- Test Mode 0: All outputs and bidirectional pins are
tristated.
- Test Mode 1 (NAND tree test): All bidirectionals are
tristated and the end of the input and bidirectional
NAND chain is present on pin 19.

» B82C567
- Test Mode 0: All outputs and bidirectional pins are
tristated.
- Test Mode 1 (NAND tree test): All bidirectionals are
tristated and the end of the input and bidirectional
NAND chain is present on pin 127.

* 82C568

- Test Mode 0: All outputs and bidirectional pins are
tristated.

- Test Mode 1 (NAND tree test): All bidirectionals are
tristated and the end of the input and bidirectional
NAND chain is present on pin 92.

- Test Mode 2: All even numbered output pins are driven
high and all odd numbered output pins are driven low.

- Test Mode 3: All even numbered output pins are driven
low and all odd numbered output pins are driven high.

The following subsections explain how to enable the devices
in the Viper-MAX Chipset into the above mentioned test
modes.

7.1  82C566 Testability

When the 82C566 decodes the RESET combination, it gen-
erates an internal reset signal and straps in the vaiue of the
MMD(2:1] lines. The RESET combination is defined by the
following condition being valid for more than ten clocks:

+ MMDOE# HDOE# MDOE# DLE1# and DLEO# = 11111,
DBCTLO# and DBCTL1# = 00,
and DBCOE# =0

If MMD1 is sampled low at this point of the RESET combina-
tion, then the 82C566 enters the Testing Mode:

* 0 =Testing Mode enable
» 1 =Testing Mode disable

Once the Testing Mode is enabled, the strap on MMD2
selects which mode is enabled:

* 0 =TestMode 1 enable
(NAND tree test)

* 1 =Test Mode 0 enable
(i.e., all outputs and bidirectional pins are tristated)

82C566/82C567/82C568

7.1.1  82C566 NAND Tree Test (Test Mode 1)

The NAND tree mode is used to test input and bidirectional
pins which will be part of the NAND tree chain. The NAND
tree chain starts at pin 20 and the output of the chain is pin
19. Table 7-1 gives the pins of the NAND tree chain.

7.2  82C567 Testability

The 82C567 samples all its strap information during RESET.
If the HREQ pin is sampled low during RESET, the 82C567
enters the test mode. Strap information is sampled 4096
LCLKs after the rising edge of PWRGD.

* "HREQ = 0 at the rising edge of RESET:
Testing Mode enable

+« HREQ =1 at the rising edge of RESET:
Testing Mode disable

If the Testing Mode is enabled, then the strap information on
the MASTER# MSGS2N, and AEN lines selects which test
mode is enabled:

* MASTER# =0, AEN =0, and MSGS2N = 1:

Test Mode 0 is enabled (i.e., all outputs and bldlrectlonal
pins are tristated) .

* MASTER# =0, AEN =1, and MSGS2N = 1! "% o
Test Mode 1 (NAND tree test) is enabled (i.e., all bidirec- -
tionals are tristated and the end of the input and:bidirec- -
tional NAND chain is present on pin 123).

7.2.1  82C567 NAND Tree Test (Test Mode 1)

The NAND tree test is used to test input and bidirectional pins
which will be part of the NAND tree chain. The NAND tree
chain starts at pin 124 and the cutput of the chain is pin 123.
Table 7-2 gives the pins of the NAND tree chain.

During NAND tree testing, the following recommendations
regarding pin conditions should be met:

» LCLK and CLK should toggle as clocks to enable the strap
information on the MASTER#, MSGS2N, and AEN lines.
After the 82C567 is strapped into the NAND tree test
mode, LCLK and CLK become regular inputs which shouid
toggle only when they are needed as a part of the NAND-
chain testing.

* PWRGD is also a part of the NAND-chain, however, it
should not be toggied during NAND-chain testing.

The following is a NAND-chain test example:
Pin 51 CACHE# = 1; Pin 55 OCDOE# = 0;
Pin 55 OCDOE# = 1; Pin 57 OCAWE# = 0;

* Pin 57 OCAWE# = 1, Pin 70 PWRGD = 1;

* Pin70 PWRGD = 1; Pin 100 USBCLK = 0;
Pin 100 USBCLK = 1; Pin 101 LA23 = 0;
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Table 7-1 82C566 NAND Tree Test Mode Pins
Pin # Remarks Pin # Remarks Pin # Remarks Pin # Remarks
20 | NAND Tree input Start 72 | NAND Tree Input 125 | NAND Tree Input 177 | NAND Tree Input
126 | NAND Tree [nput 178 | NAND Tree Input
22 | NAND Tree Input 74 | NAND Tree Input P pu
127 | NAND Tree Input 179 | NAND Tree Input
23 | NAND Tree input 75 | NAND Tree input
128 | NAND Tree Input 180 | NAND Tree input
24 | NAND Tree Input 76 | NAND Tree Input
181 [ NAND Tree Input
25 | NAND Tree Input 77 | NAND Tree Input 130 | NAND Tree Input
26 | NAND Tree Input 78 | NAND Tree Input 131 | NAND Tree Input 183 | NAND Tree Input
27 | NAND Tree Input 79 | NAND Tree Input 132 | NAND Tree input 184 | NAND Tree Input
NAND Tree Input 133 | NAND Tree input 185 | NAND Tree Input
28 D Tree Inpu 81 | NAND Tree Input P u
29 | NAND Tree Input 32 | NAND Tros oot 134 | NAND Tree Input 186 | NAND Tree input
30 | NAND Tree input 83 | NAND Tree Inzut 135 | NAND Tree Input 187 | NAND Tree Input
1 | NAND Tree Input 136 | NAND Tree Input
3 29 P 84 | NAND Tree Input P 189 | NAND Tree input
32 | NAND Tree Input 137 | NAND Tree Input
85 | NAND Tree Input 138 | NAND Tree Input 190 | NAND Tree Input
34 | NAND Tree Input 86 | NAND Tree Input 139 | NAND Tres Input 191 | NAND Tree Input
87 | NAND Tree Input P 192 | NAND Tree Input
36 | NAND Tree input 140 | NAND Tree Input
88 | NAND Tree Input 193 | NAND Tree Input
37 | NAND Tree input 141 | NAND Tree Input
89 | NAND Tree Input 194 | NAND Tree Input
38 | NAND Tree Input
90 | NAND Tree Input - 143 | NAND Tree Input
39 | NAND Tree Input - 196 | NAND Tree Input
40 | NAND Tree Input 93 | NAND Tree Input 145 | NAND Tree Input 197 | NAND Tree Input
41 | NAND Tree Input 94 | NAND Tree Input 146 | NAND Tree Input 198 | NAND Tree input
42 [ NAND Tree Input 95 | NAND Tree lnput 147 | NAND Tree Input 189 | NAND Tree Input
43 | NAND Tree Input 96 | NAND Tree Input 148 | NAND Tree input 200 | NAND Tree Input
44 | NAND Tree Input 97 | NAND Tree Input 149 | NAND Trea Input 201 | NAND Tree Input
4 NAND Tree | 9 NAND Tree Input 150 | NAND Tree Input
5 D Tree Input 8 ree Inpu ree Inp 203 | NAND Tree Input
46 | NAND Tree input 99 | NAND Tree Input 151 | NAND Tree Input 204 | NAND Tree Inout
47 | NAND Tree Input 100 | NAND Tree Input 152 | NAND Tree Input 205 | NAND Tree Input
48 | NAND Tree Input 101 | NAND Tree input 153 | NAND Tree Input 206 | NAND Tree Input
49 | NAND Tree Input 102 | NAND Tree Input 154 | NAND Tree Input 2
207 | NAND Tree Input
50 | NAND Tree Input 103 | NAND Tree Input 155 | NAND Tree Input
1 | NAND Tree Input 2 | NAND Tree Input
3 D Tree Inpu 106 | NAND Tree Input 158 | NAND Tree Input AN Tres mpzt
54 | NAND Tree input 107 | NAND Tree Input 159 | NAND Tree Input 2 | NAND Tree Input
55 | NAND Tree Input 108 | NAND Tree Input 160 | NAND Tree Input 5 TNAND Tree Input
56 | NAND Tree Input 109 | NAND Tree Input 161 | NAND Tree Input & TNAND Tres Input
57 | NAND Tree Input 110 | NAND Tree Input 162 | NAND Tree input 7 TNAND Tree lnput
58 | NAND Tree Input 111 | NAND Tree input 163 | NAND Tree Input 3 TNAND Tree Inp :
u
59 | NAND Tree Input 112 | NAND Tree Input 164 | NAND Tree Input 9 | NAND Tree Inp n
60 | NAND Tree Input 113 | NAND Tree input 165 | NAND Tree input pu
10 | NAND Tree Input
61 | NAND Tree Input 114 | NAND Tree Input 166 | NAND Tree Input
62 | NAND Tree Input 115 | NAND Tree Input 167 | NAND Tree Input 12 | NAND Tree Input
168 | NAND Tree Input 13 | NAND Tree Input
64 | NAND Tree nput 117 | NAND Tree Input P re TRAND T mp”t
U
65 | NAND Tree Input 118 | NAND Tree Input 170 | NAND Tree Input s T e In;’ut
119 | NAND Tree Input
67 | NAND Tree mput =8P 172 | NAND Tree Input 16 | NAND Tree Input
68 | NAND Tree | 121 | NAND Tree Input 173 | NAND Tree Input
D Tree Input ree 'npu a 18 | NAND Tree input
69 | NAND Tree Input 122 | NAND Tree Input 174 | NAND Tree Input
18 | NAND Tree Qutput
70 | NAND Tree Input 123 | NAND Tree Input 175 | NAND Tree Input
71 | NAND Tree Input 124 | NAND Tree Input 176 | NAND Tree Input
B 900419 0002842 T32 BN $12-2000.014
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Table 7-2 82C567 NAND Tree Test Mode Pins
Pin# Remarks Pin# Remarks Pin # Remarks Pin # Remarks
124 | NAND Tree Input Start 167 | NAND Tree Input 21 | NAND Tree Input 106 | NAND Tree Input
125 | NAND Tree Input 168 | NAND Tree Input 22 | NAND Tree Input 107 | NAND Tree Input
126 | NAND Tree Input 163 | NAND Tree Input 23 | NAND Tree Input 108 | NAND Tree Input
127 | NAND Tree Input 170 | NAND Tree Input 24 | NAND Tree Input 109 | NAND Tree Input
128 | NAND Tree Input 171 | NAND Tree Input 25 | NAND Tree Input 110 | NAND Tree Input

172 | NAND Tree Input 26 | NAND Tree Input 111 | NAND Tree Input
131 | NAND Tree input 173 | NAND Tree Input 27 | NAND Tree Input 112 | NAND Tree Input
132 | NAND Tree Input 28 | NAND Tree Input 113 | NAND Tree input
133 | NAND Tree Input 175 | NAND Tree Input 29 | NAND Tres Input 114 | NAND Tres Input
134 | NAND Tree Input 178 | NAND Tree Input 30 | NAND Tree Input 115 | NAND Tree input
135 | NAND Tree Input

179 | NAND Tres Input 31 | NAND Tree Input 116 | NAND Tree Input
136 | NAND Tree Input 180 | NAND Tree Input 32 | NAND Tree Input 117 | NAND Tree Input
137 | NAND Tree Input
138 | NAND Tree Inpat 181 | NAND Tree Input 33 | NAND Tree input 121 | NAND Tree input

34 | NAND Tree input
139 | NAND Tree input 190 | NAND Tree Input 35 : NAND Tree Input 122 | NAND Tree Input
140 | NAND Tree Input 191 | NAND Tree Input 36 | NAND Tree Input 123 | NAND Tree Output
141 | NAND Tree Input 192 | NAND Tree Input 37 | NAND Tree input
143 | NAND Tree Input 193 | NAND Tree Input . -
144 | NAND Tree input 194 | NAND Tree Input 39 | NAND Tree Input B
145 | NAND Tree Input 195 | NAND Tree input 20 | NAND Tree Input -

196 | NAND Tree Input 41 | NAND Tree Input _
= :’::g I::: ::23: 197 | NAND Tree Input 42_| NAND Tree Input -
148 | NAND Tree Input 198 | NAND Tree Input 43 | NAND Tree input -

44 | NAND Tree Input -
149 | NAND Tree input 205 | NAND Tree Input 45 | NAND Tree Input :
150 | NAND Tree input 206 | NAND Tree Input 46 | NAND Tree Input
151 NAND Tree input 207 | NAND Tree Input 47 | NAND Tree Input
| MR I N T
49 | NAND Tree input
154 | NAND Tree Input 9 | NAND Tree Input 50 | NAND Tree Input
155 | NAND Tree Input 10 | NAND Tree Input 51 | NAND Tree Input
158 | NAND Tree Input 11 | NAND Tree input
12 | NAND Tree input 55 | NAND Tree Input
159 | NAND Tree Input
160 | NAND Tres Input 13 | NAND Tree Input 57 | NAND Tree Input
161 | NAND Tree Input 14 | NAND Tree Input 70 | NAND Tree Input
e N [N o e
101 | NAND Tree Input
164 | NAND Tree input 18 | NAND Tree input 102 | NAND Tree input
166 | NAND Tree Input 19 _| NAND Tree Input 103 | NAND Tree Input
20 | NAND Tree Input
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7.3  82C568 Testability

The 82C568 samples all its strap information on the falling
edge of RESET. If the HREQ pin is sampled low on the falling
edge of RESET, the 82C568 enters the Testing Mode.

* HREQ = 0 at the falling edge of RESET:
Testing Mode enable

¢ HREQ = 1 at the falling edge of RESET:
Testing Mode disable

If the Testing Mode is enabled, then the strap information on
the IRQ1 and IRQ3 lines selects which test mode is enabled:

* IRQ1=0andIRQ3=0:
Test Mode 0 enable (i.e., all outputs and bidirectional pins
are tristated)

* IRQ1=1and IRQ3 =0:
Test Mode 1 (NAND tree test) enable (i.e., all bidirection-
als are tristated and the end of the input and bidirectional
NAND chain is present on pin 92).

* IRQ=0andiRQ3=1:
Test Mode 2 enable (i.e., all even numbered output pins
" are driven high and all odd numbered output pins are
driven low).

* IRQ=1andIRQ3=1:
Test Mode 3 enable (i.e., all even numbered output pins
are driven low and all odd numbered output pins are driven
high).

7.3.1 82C568 NAND Tree Test (Test Mode 1)

The NAND tree test is used to test input and bidirectional pins
which will be part of the NAND tree chain. The NAND tree
chain starts at pin 5 and the output of the chain is pin 92.
Table 7-4 gives the pins of the NAND tree chain.

During NAND tree testing, the following recommendations
should be met:

» Four clock transitions of LCLK and OSC clock before, dur-
ing, and after RESET condition must occur before the start
of NAND tree test.

¢ No LCLK or OSC transition must occur during RESET
edge transitions.

« Before the start of NAND tree tests, LCLK and OSC clocks
must be shut off.

» All inputs and bidirectional pins must be forced to 1.

* Toggle the first input of the NAND tree and work upwards
till the end of the tree while monitoring the output of the
NAND tree.

N

7.3.2 Drive High/Drive Low Test (Test Modes 2

and 3)
The 82C568 supports two types of drive highvdrive low tests.

If Test Mode 2 is enabled, all even numbered output pins are
driven high and all odd numbered output pins are driven low.
Table 7-4 shows which pins are driven high/low during this
test.

If Test Mode 3 is enabled, all odd numbered output pins are
driven high and all even numbered output pins are driven low.
Table 7-3 shows which pins are driven high/low during this
test.

Table 7-3 Drive High/Drive Low Test Mode Pins
Even Number Pins Odd Number Pins
4 3
8 9
52 13
74 53
80 - 81
84 85
92 105
106 ' 107
108 ' . 109
110 111
112 113
148 " 115
150 149

154 '
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Table 7-4 82C568 NAND Tree Test Mode Pins
Pin# Remark Pin# Remark Pin# Remark Pin# Remark
5 | NAND Tree Input Start 55 | NAND Tree Input 116 | NAND Tree Input 167 | NAND Tree Input
56 | NAND Tree Input 117 | NAND Tree input 168 | NAND Tree Input
1 [ NAND Tree Input
57 | NAND Tree Input 118 | NAND Tree Input 169 | NAND Tree Input
6 | NAND Tree Input 58 { NAND Tree Input 170 | NAND Tree Input
120 | NAND Tree Input
7 | NAND Tree Input 59 | NAND Tree input 121 TNAND Tros nom 171 | NAND Tree Input
ree Inpu
62 | NAND Tree input 122 | NAND Tree | - t 172_| NAND Tree Input
ree Inpu ree Inpu
o el 63 | NAND Tree | ; t 123 | NAND Tree | - t 173 | NAND Tree Input
ree Inpu ree Inpu
12 | NAND Tree Input p p 174 | NAND Tree Input
64 | NAND Tree Input 124 | NAND Tree Input
16 | NAND Tree Input 175 | NAND Tree Input
65 | NAND Tree input 125 | NAND Tree Input
17 | NAND Tree Input 176 | NAND Tree Input
66 | NAND Tree input 126 | NAND Tree Input
18 | NAND Tree Input 177 | NAND Tree Input
67 | NAND Tree Input 127 | NAND Tree Input
19 | NAND Tree input 178 | NAND Tree Input
68 | NAND Tree Input 128 | NAND Tree Input 179 | NAND Tree Inout
20 | NAND Tree Input 69 | NAND Tree Input 129 | NAND Tree Input P
21_| NAND Tree Input 70 | NAND Tree Input 130 | NAND Tree Input 181 | NAND Tree Input
22 | NAND Tree Input 71 | NAND Tree Input 131 | NAND Tree Input 182 | NAND Tree Input
23 | NAND Tree Input T 132 | NAND Tres Input 183 | NAND Tree input - -
u
24 | NAND Tree input ree e 133 | NAND Tree Input 184 | NAND Tree Input -
25 | NAND Tree Input 75 | NAND Tree Input 134 | NAND Tree Input -
187 | NAND Tree Input -
27 | NAND Tree Input 76 | NAND Tree Input 135 | NAND Tree Input 188 | NAND Tree Input -
77 | NAND Tree Input 136 | NAND Tree Input
28 | NAND Tree Input TR Tree l"p t > 189 | NAND Tree Input = -
eln
29 | NAND Tree Input D T'e | p”t 138 | NAND Tree Input 190 | NAND Tree Input
30 | NAND Tree Input ree ey 139 | NAND Tree Input 191 | NAND Tree Input -
31 | NAND Tree Input 82 | NAND Tree Input 140 | NAND Tree Input 192 | NAND Tree Input .
32 | NAND Tree input 83 | NAND Tree Input 141 | NAND Tree Input 1893 | NAND Tree Input
33 | NAND Tree input 743 | NAND Tree out 194 | NAND Tree Input
ree In
34 | NAND Tree Input 86 | NAND Tree Input ST ee | PUt 195 | NAND Tree Input
ree In
35 | NAND Tree Input 87 | NAND Tree Input DT e | PUt 196 | NAND Tree Input
36 | NAND Tree Input 88 | NAND Tree Input e T"ee Ir‘put 197 | NAND Tree Input
89 | NAND Tree Input ree Inpu
39 | NAND Tree Input 50 TNAND Troo P t 198 | NAND Tree input
ree Inpu
40 | NAND Tree Input 5T TNAND Troa P t 151 | NAND Tree Input 199 | NAND Tree Input
ree Inpu
152 | NAND Tree input
41 | NAND Tree Input e TRANDT e ! PUt 202 | NAND Tree Input
42 | NAND Tree Input 93 | NAND Tree Input ree Inpu 203 | NAND Tree Input
94 | NAND Tree Input
44 | NAND Tree Input 9 NANg Tre l put 1585 | NAND Tree Input 204 | NAND Tree Input
n
45 | NAND Tree Input 5 il 156 | NAND Tree input 205 | NAND Tree Input
46 | NAND Tree Input 98 | NAND Tree Input 157 | NAND Tree Input 206 | NAND Tree input
47 | NAND Tree input 99 | NAND Tree Input 158 | NAND Tree Input 207 | NAND Tree Input
48 | NAND Tree Input 100 { NAND Tree Input 159 | NAND Tree input 208 | NAND Tree Input
|
49 | NAND Tree Input 101 | NAND Tree Input 160 | NAND Tree Input 2 l NAND Tree Input
50 | NAND Tree Input 102 | NAND Tree Input 161 | NAND Tree Input
51 | NAND Tree Input 103 | NAND Tree input 162 | NAND Tree Input 92 ] NAND Tree Qutput
52 | NAND Tree Input 104 | NAND Tree Input 163 | NAND Tree Input
105 | NAND Tree input
54 | NAND Tree Input P 166 | NAND Tree Input
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8.0 Mechanical Package Outlines
Figure 8-1  208-Pin Plastic Quad Flat Pack (PQFP)
He

[_; E

Hd

W MILLIMETER INCH

N MIN. INOM.| MAX.! MIN. |[NOM. | MAX.

A1 | 005 025/ 050/0002!0.010 [0.020

A2 3.17| 3.32} 3.47/0.125/0.131 {0.137
0.10/ 0.20| 0.30)0.004{0.008 |{0.012

i
0.10| 0.15] 0.20/0.004]0.006 |0.008 |

b

Cc

D 27.90(28.00|28.10/ 1.098!1.102 1.106‘!
E 27.90|28.00| 28.10| 1.098 | 1.102 1.106‘
e

0.50 0.020

Hd |30.35,30.60|30.85|1.195(1.205 |1.215
He |30.35/30.60 30.85(1.185{1.205 |1.215
L 050 0.60| 0.75|0.020|0.024 |0.030

L+ 1.30 0.051
Dwg. No.: AS208PQFP-001 Y 0.08 0.003
Owg. Rev.: 44 |Unit: MM/IN'CH 8 0 7 0 7
|
OPTi
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