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PCIl 9054

PCI I/O Accelerator

November 1998 1,0 Compatible, CompactPCIl Hot Swap Friendly

Version 1.0 PCI Bus Master Interface Chip
for Adapters and Embedded Systems
FEATURES e 3.3V, 5V tolerant PCI and Local signaling supports

PCI Specification version 2.2 (v2.2) compliant 32-bit,

33-MHz Bus Master Interface Controller with PCI
Power Management features for adapters and
embedded systems

General Purpose Bus Master Interface featuring
advanced Data Pipe Architecture™ technology,
which includes two DMA engines, programmable
Target and Initiator Data Transfer modes and
PCI messaging functions

PCI v2.2 Vital Product Data (VPD)
configuration support

PCI Dual Address Cycle (DAC) support
PCI Hot Plug and CompactPCIl Hot Swap compliant
O™ v1.5-Ready Messaging Unit

Two independent DMA channels for Local Bus
memory to and from PCI Host Bus Data transfers

Supports Type 0 and Type 1 Configuration cycles
Programmable Burst Management
Programmable Interrupt Generator

Six programmable FIFOs for zero wait state
burst operation

PCIl <~ Local Data transfers up to 132 MB/s

Universal PCI Adapter designs, 3.3V core, low-
power CMOS in 176-pin PQFP and 225-pin PBGA

Supports Local Bus Direct-Connect to MPC850 or
MPC860 Power QUICC, Intel i960 family and IBM
PPC401 CPUs and similar bus protocol devices

Programmable Local Bus runs up to 50 MHz and
supports non-multiplexed 32-bit address/data,
multiplexed 32-bit, and slave accesses of 8-, 16-,
or 32-bit Local Bus devices

Serial EEPROM interface

Three PCI-to-Local Address spaces
Programmable Local Bus wait states
Programmable prefetch counter

Local Bus runs asynchronously to the PCI Bus

Eight 32-bit Mailbox and two 32-bit Doorbell
registers

Performs Big Endian <~ Little Endian conversion
PCI-to-Local Delayed Read mode
Local-to-PCI Deferred Read mode (M mode only)

Flexible 3.3V, 5V Tolerant Local Bus operation
up to 50 MHz

Industrial Temp Range operation

Local Bus

PCl Bus

>

Typical Adapter Block Diagram
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Section 1
Company and Product Background

PCI 9054 Data Book
PCI1 9054 I/0 Accelerator

1. COMPANY AND
PRODUCT BACKGROUND

PLX Technology, Inc., the world leader in PCl-to-Local
Bus I/O accelerator chips, supports more than 500 OEM
customers in a wide variety of PCl applications.
Customer applications include PC workstations and
servers, PCl add-in boards, embedded PCI
communication systems (such as routers and switches),
and industrial PCl implementations (such as
CompactPCl, PMC, and Passive Backplane PCI).

PLX Technology, Inc., is an active participant in industry
standard committees, including the PCI SIG® 1,0 SIG®,
and PICMG®, and maintains active developer technology
and cross-marketing partnerships with industry leaders,
such as Intel, IBM, Hewlett-Packard, Motorola,
Integrated Systems, WindRiver, and others.

Focused on providing complete solutions for PCI
implementations, PLX provides design assistance to
customers in the form of Reference Design kits and
Software Development kits. Depending upon the
application, these kits may include reference boards, API
libraries, software debug tools, and sample device
drivers with source, enabling customers to quickly bring
new designs to production. New tools, application notes,
FAQs, and information updates are constantly added to
our website (www.plxtech.com) for the convenience of
PLX customers. Our expertise and total solutions for the
PCI interface allow customers to focus on adding value
in their designs without worrying about the complexities
of implementing PCI, 1,0, and CompactPCI.

1.1 PCI1 9054 I/0 Accelerator

The PCI 9054, a 32-bit 33-MHz PCl Bus Master 1/0
Accelerator, is the most advanced general-purpose bus
Master device available. It offers a robust PCI
Specification v2.2 implementation enabling Burst
transfers up to 132 MB/second. The PCIl 9054
incorporates the industry leading PLX Data Pipe
Architecture™ technology, including DMA engines,
programmable PCI Initiator and Target Data-Transfer
modes, and PCl messaging functions.

1.2 Data Pipe Architecture Technology

1.2.1 Dual DMA Channels

¢ Dual independent channels provide flexible
prioritization scheme

e Programmable Burst length, including
unlimited burst

e Direct hardware control of DMA
« Demand mode DMA operation
« Block mode or Scatter/Gather operation
« End of Transfer (EOT) signal

¢  Shuttle mode DMA channel support provides
automatic invalidation of used DMA descriptors

¢ Unaligned transfer support

e  Supports PCl Bus Mastering from the Local
Slave-only devices

e Scatter/Gather list management

« Descriptors can be found in PCI Bus
memory or in Local Bus memory

« Allows independent Scatter/Gather
ring management

Local Bus
DMA O

DMA 1

Figure 1-1. High-Performance MPC850 or MPC860
PowerQUICC Adapter Design

1.2.2 PCl Initiator (Direct Master)

e Type 0 and Type 1 Configuration cycles

e  Supports all PCl Memory and I/O cycles

¢ Initiator Read prefetching

e Burst length control-programmable threshold pointer
e Unaligned transfer control

e Big/Little Endian conversion
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1.2.3 PCI Target (Direct Slave)

e Multiple independent address spaces
¢ Dynamic Local Bus width control

e Target Read prefetching

¢ Big/Little Endian conversion

e Local Bus priority control

e PCI Latency Timer

1.24 PCI Messaging

e Complete Messaging Unit with mailbox and
doorbell registers

¢ Queue management pointers that can be used
for message passing under the 1,0 protocol or
a custom protocol

1.3 PCI 9054 PCI Applications

1.3.1 High Performance Motorola
MPC850 or MPC860 PowerQUICC Designs

A key application for the PCI 9054 is Motorola MPC850-
or MPC860-based adapters for telecom and networking
applications. These applications include  high
performance communications such as WAN/LAN
controller cards, high-speed modem cards, Frame Relay
cards, and routers and switches. The PCIl 9054
simplifies designs by providing an industry-leading
enhanced direct-connect interface to the MPC850 or
MPC860 processor. The flexible PCI 9054 3.3V, 5V
tolerant 1/O buffers, combined with a Local Bus operation
up to 50 MHz, is ideally suited for current and future
PowerQUICC processors. The PCI 9054 also provides
support for the MPC850 or MPC860 IDMA channel for
movement of data between the internal MPC850 or
MPC860 1/0 and the PCI Bus. In addition, the PCI 9054
also makes use of the advanced Data Pipe Architecture
technology, allowing unlimited Burst capability, as shown
in Figure 1-1.

1. For PowerQUICC IDMA operation, the PCI 9054
transfers data to the PCI Bus under the control of
the IDMA handshake protocol.

2. At the same time, the PCI 9054 Data Pipe
Architecture technology DMA can be operated
bidirectionally, with the PCI 9054 as the Master for
both buses, to manage transfers of data from the
Local Bus to the PCI Bus or from the PCI Bus to the
Local Bus. This is a prime example of how the
PCI 9054 provides superior general purpose Bus

Master performance and provides designers using
the PowerQUICC processor with greater flexibility in
implementing multiple simultaneous 1/O transfers.
The PCI 9054 has unlimited bursting capability,
which enhances any MPC850 or MPC860
PowerQUICC design.

1.3.2 High Performance CompactPClI
Adapter Designs

Another key application for the PCl 9054 is CompactPCl
adapters for telecom and networking applications. These
applications include high performance communications
such as WAN/LAN controller cards, high-speed modem
cards, Frame Relay cards, and telephony cards for
telecom switches and remote-access systems.

The PCI 9054 has integrated key features to enable live-
insertion of Hot Swap CompactPCl adapters. The
PCI 9054 PICMG v2.1-compatible Hot Swap Friendly
PCI interface includes both Hot Swap Capable and Hot
Swap Friendly features.

1.3.2.1 Hot Swap Capable

e PCI Specification v2.1 or better
e Tolerant of Vcc from early power
e Tolerant of asynchronous reset
e Tolerant of precharge voltage

e Limited I/O pin leakage at precharge voltage

1.3.2.2 Hot Swap Friendly

¢ Incorporates the Hot Swap Control/Status register
(HS_CSR)

¢ Incorporates an Extended Capability Pointer (ECP)
mechanism

e Incorporates added resources for software control
of ENUM#, the ejector switch, and the status LED,
which indicates insertion and removal to the user
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1/0 Chips (Datacom, Telecom, Storage, etc.)

’

Local Bus

Figure 1-2. High-Performance CompactPCl Adapter

1.3.3 PCI Bus Embedded Host Design

Another application for the PCIl 9054 is PCl Host-
embedded system designs, such as network switches
and routers, printer engines, set-top boxes, and
industrial equipment. In this configuration, the PCI 9054
Data Pipe Architecture technology allows high-
performance transfer modes. In addition, the PCl 9054
supports both Type 0 and Type 1 PCl Configuration
cycles that allow the PCI 9054 to configure other PCI
devices or cards in the system.

1/0 Chips (Datacom, Telecom, Storage, etc.)

Local Bus

V

PCI Slots

Figure 1-3. High-Performance Embedded Adapter

1.4 PCI 9054 Major Features

PCl v2.1 and v2.2 Compliant. Compliant with all
aspects of PCI Specification v2.1 and v2.2, including PCI
Power Management features. Supports four power
states for PClI Power Management functions—D,, Ds,
D,, and Ds,—and the Power Management Event
interrupt (PME#).

VPD Support. Fully supports the Vital Product Data
(VPD) PCI extension, which provides an alternate
access method other than Expansion ROM for VPD.

PCl Dual-Address Cycle (DAC) Support (64-bit
Address Space). Supports PCl Dual Address Cycle
beyond the low 4-GB Address space. PCl DAC can be
used during PCI 9054 PCIl Bus Master operation (DMA,
Direct Master).

PCI Hot Plug and CompactPCl Hot Swap Compliant.
Compliant with PCI Hot Plug and CompactPCIl Hot Swap
adapter specifications.

1,O Ready Messaging Unit. Incorporates the 1O Ready
Messaging Unit, which enables the adapter or
embedded system to communicate with other
[,0-supported devices. The 1,0 Messaging Unit is fully
compatible with the PCI extension of 1,0 Specification
v1.5.

Dual Independently Programmable DMA Controllers
with Programmable FIFOs. Provides two independently
programmable  DMA  controllers  with  shared
programmable FIFOs. Each channel supports Block and
Scatter/Gather DMA modes, as well as End of Transfer
(EOT) mode. The PCI 9054 supports Demand Mode
DMA for DMA Channel 0.

PCl Host Capability. In Direct Master mode, the
PClI 9054 can assert Typel1 and TypeO PCI
Configuration cycles.

Six Programmable FIFOs for Zero Wait State
Burst Operation.

Table 1-1. FIFO Depth

Direct Master Read 16 Lwords
Direct Master Write 32 Lwords
Direct Slave Read 16 Lwords
Direct Slave Write 32 Lwords
DMA Read 32 Lwords
DMA Write 32 Lwords

PCI <~ Local Data Transfers up to 132 MB/sec.

5 Volt Tolerant Operation. The PCI 9054 requires 3.3V
Vcc. It provides 3.3V signaling with 5V 1/O tolerance on
both the PCI and Local Buses.

Local Bus Direct Interface. Supports Local Bus direct
interface to the Motorola MPC850 or MPC860 family, the
Intel i960 family, the IBM PPC401 family, and other
similar bus-protocol devices.
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Programmable Local Bus. Runs up to 50 MHz and
supports non-multiplexed 32-bit address/data,
multiplexed 32-bit, and Slave accesses of 8-, 16-, or
32-bit Local Bus devices.

Serial EEPROM Interface. Contains an optional serial
EEPROM interface (optional only if a Local processor is
being used) that can be used to load configuration
information. This is useful for loading information that is
unique to a particular adapter (such as the Network ID or
the Vendor ID).

Three PCI-to-Local Address Spaces. The PCIl 9054
supports three PCl-to-Local Address spaces when the
PCI 9054 is in PCI Target or PCl Slave mode. These
spaces (Space 0, Space1, and Expansion ROM
spaces) allow any PCl Bus Master to access the Local
Memory spaces with programmable wait states, bus
width, burst capabilities, and so forth.

Programmable Prefetch Counter. The PCI 9054 can
be programmed to prefetch data during Direct Slave and
Direct Master prefetches (known or unknown size). To
perform burst reads, prefetching must be enabled. The
prefetch size can be programmed to match the Master
burst length, or can be used as Read Ahead mode data.
The PCI 9054 reads single data (8, 16, or 32 bit) if the
Master initiates a single cycle; otherwise, the PCl 9054
prefetches the programmed size.

Mailbox Registers. Contains eight 32-bit Mailbox
registers that may be accessed from the PCIl or
Local Bus.

Doorbell Registers. Includes two 32-bit doorbell
registers. One asserts interrupts from the PCI Bus to the
Local Bus. The other asserts interrupts from the Local
Bus to the PCI Bus.

Big/Little Endian Conversion. Supports dynamic
switching between Big Endian (Address Invariance) and
Little Endian (Data Invariance) operations for Direct
Slave, Direct Master, DMA, and internal register
accesses on the Local Bus.

The PCI 9054 supports on-the-fly Endian conversion for
Space 0, Space 1, and Expansion ROM space. The
Local Bus can be Big/Little Endian by using the
BIGEND# input pin or programmable internal register
configuration. When BIGEND# is asserted, it overrides
the internal register configuration during Direct Master
and internal register accesses on the Local Bus.

Note: The PCI Bus is always Little Endian.

Programmable Local Bus Modes. The PCI 9054 is a
PCI Bus Master interface chip that connects a PCl Bus
to one of three Local Bus types (M, C, or J mode),
selected through mode pins.

The PCI 9054 may be connected to any Local Bus with a
similar design with little or no glue logic. Table 1-2 lists
the three modes.

Table 1-2. Programmable Local Bus Modes

M 32-bit address/32-bit data, non-multiplexed direct
connect interface to MPC850 or MPC860

C 32-bit address/32-bit data, non-multiplexed

J 32-bit address/32-bit data, multiplexed

Clock. The Local Bus interface runs from a Local clock
to provide the necessary internal clocks. This clock runs
asynchronously to the PCI clock.

Read Ahead Mode. Supports Read Ahead mode, where
prefetched data can be read from the PCI 9054 internal
Direct Slave Read FIFO instead of from the Local Bus.
The address must be subsequent to the previous
address and 32-bit aligned (next address = current
address + 4). This feature allows for increased
bandwidth and reduced data latency.

M Mode of Operation. The PCI 9054 is designed with a
seamless interface to the Motorola MPC850 or MPC860
RISC processors. The PCl 9054 communicates with the
MPC850 or MPC860 using five possible Data-Transfer
modes:

e Configuration Register Access
¢ Direct Master Operation

e Direct Slave Operation

e DMA Operation

e |IDMA/SDMA Operation

C and J Modes of Operation. The PCI 9054 is
designed with a seamless interface to the Intel i960 and
the IBM PPC401 family RISC processors. The PCl 9054
communicates with these processors using four possible
Data-Transfer modes:

¢ Configuration Register Access
e Direct Master Operation

¢ Direct Slave Operation

¢ DMA Operation
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Interrupt Generator. Can assert PCl and Local
interrupts from external and internal sources.

Unaligned DMA Transfer Support. Can transfer data
on any byte-boundary combination of the PCl and Local
Address spaces.

Keep Bus Mode (M Mode). The PCI 9054 can be
programmed to keep the PCI Bus by generating wait
state(s) if the Direct Master Write FIFO becomes full.
The PCI 9054 can also be programmed to keep the
Local Bus (BB# asserted) if the Direct Slave Write FIFO
becomes empty or the Direct Slave Read FIFO becomes
full. The Local Bus is dropped in either case when the
Local Bus Latency Timer is enabled and expires.

Keep Bus Mode (C and J Modes). The PCI 9054 can
be programmed to keep the PCI Bus by generating wait
state(s) if the Direct Master Write FIFO becomes full.
The PCI 9054 can also be programmed to keep the
Local Bus (LHOLD asserted) if the Direct Slave Write
FIFO becomes empty or the Direct Slave Read FIFO
becomes full. The Local Bus is dropped in either
case when the Local Bus Latency Timer is enabled
and expires.

New Capabilities Structure. Supports New Capabilities
registers to define additional capabilities of the
PCI functions.

Posted Memory Writes. Supports the Posted Memory
Writes (PMW) for maximum performance and to avoid
potential deadlock situations.

RST# Timing. Supports response to first configuration
accesses after de-assertion of RST# under 2% clocks.

Subsystem ID and Subsystem Vendor ID. Contains
Subsystem ID and Subsystem Vendor ID in the PCI
Configuration Register Space in addition to System and
Vendor IDs. The PCI 9054 also contains a permanent
Vendor ID (10B5h) and Device ID (9054h).

Direct Bus Master. Supports PCIl accesses from
a Local Bus Master. Burst transfers are supported for
memotry-mapped devices and single-transfers are
supported for memory-mapped and /O devices.
The PCI 9054 also supports PCl Bus interlock
(LOCK#) cycles.

Direct Slave. Supports Burst Memory-Mapped and
Single 1/0-Mapped accesses to the Local Bus. The Read
and Write FIFOs enable high-performance bursting.

1.5 PCI 9054 Data
Assignment Convention

Table 1-3 describes the PCl 9054 data assignment
convention.

Table 1-3. PCI 9054 Data Assignment Convention

1 byte (8 bits) Byte
2 bytes (16 bits) Word
4 bytes (32 bits) Lword

1.6 PCI9050/9080 Compatibility

1.6.1 Pin Compatibility

The PCI 9054 is not pin compatible with the PCI 9080
nor with the PCI 9050.

1.6.2 Register Compatibility

All registers implemented in the PCI 9080 are
implemented in the PCIl 9054. The PCI 9054 includes
many new bit definitions and several new registers.
Refer to Section 11.1 for details.

The PCI9054 is not register-compatible with the
PCI 9050.
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1.7 PCI 9054, PCI 9080, and PCI 9050 Comparison

Table 1-4. Comparison of PCI 9054, PCI 9080, and PCI 9050

Package Size/Type 176 PQFP, 225 PBGA 208 PQFP 160 PQFP
Number of DMA Channel(s) 2 2 0
Local Address Spaces 3 3 5
Direct Master Mode Yes Yes No
Mailbox Registers Eight 32-bit Eight 32-bit Eight 32 bit
Doorbell Registers Two 32-bit Two 32-bit Two 32 bit
Number of FIFOs 6 8 —
FIFO Depth—Direct Slave Write and Direct Master Write 32 Lwords (128 bytes) 32 Lwords (128 bytes) —
FIFO Depth—Direct Slave Read and Direct Master Read 16 Lwords (64 bytes) 16 Lwords (64 bytes) 2
FIFO Depth—DMA Channel O 32 Lwords (128 bytes) 32 Lwords (128 bytes) N/A
Single bidirectional Read and Write FIFOs

Read/Write FIFO

FIFO Depth—DMA Channel 1 16 Lwords 16 Lwords N/A
(64 bytes) (64 bytes)
Single bidirectional Read and Write FIFOs

Read/Write FIFO
LLOCKo# Pin for Lock Cycles Yes Yes Yes
WAIT# Pin for Wait State Generation Yes Yes No
BPCLKo Pin; Buffered PCI Clock No Yes Yes
DREQO# and DACKO# Pins for Demand Mode Yes Yes No
DMA Support (1 channel only)
Register Addresses Identical to the PCI 9080 — —

except the PC| 9054 has
additional registers related
to added functionality

Big Endian ¢ Little Endian Conversion Yes Yes Yes
PCI Specification v2.1 Deferred Reads Yes Yes Yes
PCI Specification v2.2 PCl Power Management, Yes No No
PCI Hot Plug Compliant, CompactPCI| Hot Swap Compliant
PCIl v2.2 VPD Support Yes No No
Programmable Prefetch Counter Yes Yes Yes
Memory Write and Invalidate Cycle Yes Yes No
Additional Device and Vendor ID Registers Yes Yes No
1O Messaging Unit Yes Yes No
Core and Local Bus Vcc 3.3V 5V 5V
PCI Bus Vcc 3.3V 3.3/5V 5V
3.8V Tolerant PCI Bus and Local Bus Signaling Yes Yes (if PCl Vcc is 3.3V) No
5V Tolerant PCI Bus and Local Bus Signaling Yes Yes (if PCI Vcc is 5V) Yes

Serial EEPROM Support

2-kilobit, 4-kilobit devices

1-kilobit, 2-kilobit devices

Serial EEPROM Read Control

Reads allowed via Vital
Product Data Function
(refer to Section 10)

Reads allowed via
Serial EEPROM
Control Register (CNTRL)

1-kilobit device

©PLX Technology, Inc., 1998

Page 8

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003

Version 1.0



Section 1

Company and Product Background

PCI 9054 Data Book
PCI 9054 Signal Listing (M, C, or J Modes)

1.8 PCI 9054 Signal Listing (M, C, or J Modes)

Table 1-5. PCI 9054 PCI Signal Listing (M, C, or J Modes)

AD[31:0]

All

Address and Data

32

All multiplexed on the same PCI pins. The Bus transaction consists
of an Address phase, followed by one or more Data phases. The
PCIl 9054 supports both Read and Write bursts.

C/BE[3:0#

All

Bus Command and Byte Enables

All multiplexed on the same PCI pins. During the Address phase of a
transaction, defines the bus command. During the Data phase, used
as byte enables. Refer to the PCI spec for further detail if needed.

DEVSEL#

All

Device Select

When actively driven, indicates the driving device has decoded its
address as the Target of the current access. As an input, indicates
whether any device on the bus is selected.

FRAME#

All

Cycle Frame

Driven by the current Master to indicate beginning and duration of

an access. FRAMEH# is asserted to indicate a bus transaction is
beginning. While FRAME# is asserted, Data transfers continue. When
FRAME# is de-asserted, the transaction is in the final Data phase.

GNT#

All

Grant

Indicates to the agent that access to the bus is granted. Every Master
has its own REQ# and GNT#.

IDSEL

All

Initialization Device Select

Used as a chip select during Configuration Read and Write
transactions.

INTA#

All

Interrupt A

PCI Interrupt request.

IRDY#

All

Initiator Ready

Indicates ability of the initiating agent (Bus Master) to complete the
current Data phase of the transaction.

LOCK#

All

Lock

Indicates an atomic operation that may require multiple transactions
to complete.

PAR

All

Parity

Even parity across AD[31:0] and C/BE[3:0]#. All PCI agents require
parity generation. PAR is stable and valid one clock after the Address
phase. For Data phases, PAR is stable and valid one clock after
either IRDY# is asserted on a Write transaction or TRDY# is asserted
on a Read transaction. Once PAR is valid, it remains valid until one
clock after current Data phase completes.

PCLK

All

Clock

Provides timing for all transactions on PCl and is an input to every
PCI device. The PCI 9054 operates up to 33 MHz.

PERR#

All

Parity Error

Reports data parity errors during all PCI transactions, except during
a special cycle.

PME#

All

Power Management Event

Wake-up event interrupt.

REQ#

All

Request

Indicates to arbiter that this agent must use the bus. Every Master
has its own GNT# and REQ#.

RST#

All

Reset

Used to bring PCl-specific registers, sequencers, and signals to
a consistent state.

SERR#

All

Systems Error

Reports address parity errors, data parity errors on the Special Cycle
command, or any other system error where the result is catastrophic.

STOP#

All

Stop

Indicates the current Target is requesting that the Master stop the
current transaction.

TRDY#

All

Target Ready

Indicates ability of the Target agent (selected device) to complete the
current Data phase of the transaction.
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes)

ADS#

Address Strobe

Indicates valid address and start of new Bus access. Asserted for first
clock of Bus access.

ALE

Address Latch Enable

Asserted during Address phase and de-asserted before Data phase
and before next LCLK rising edge.

BB#

Bus Busy

As an input, the PCI 9054 monitors this signal to determine whether
an external Master has ended a Bus cycle.

As an output, the PCI 9054 asserts this signal after an external arbiter
has granted ownership of the Local Bus and BB# is inactive from
another Master.

Signal requires an external pull-up resistor value of 510Q be applied
to guarantee a fast transition to the inactive state when the PCI 9054
relinquishes ownership of the Local Bus.

BDIP#

Burst Data
in Progress

As an input, driven by the Bus Master during a Burst transaction.
The Master de-asserts before the last Data phase on the bus.

As an output, driven by the PCI 9054 during the Data phase
of a Burst transaction. The PCI 9054 de-asserts before the last
Burst Data phase on the bus.

BG#

Bus Grant

Asserted by the Local Bus arbiter in response to BR#. Indicates the
requesting Master is next.

Bl#

Burst Inhibit

Whenever BR# is asserted, indicates that the Target device does not
support Burst transactions.

BIGEND#/

WAIT#

All

Big Endian Select

WAIT input/output Select
(WAIT# is available at this location
only in M mode)

Multiplexed input/output pin.

Can be asserted during the Local Bus Address phase of a Direct
Master transfer or Configuration register access to specify use of
Big Endian Byte ordering. Big Endian Byte order for Direct Master
transfers or Configuration register accesses is also programmable
through the Configuration registers.

If wait is selected, then PCI 9054 issues WAIT# when it is a Master
on the Local Bus and has internal wait states setup. As a Slave, the
PCI1 9054 accepts WAIT# as an input from the Bus Master.

BLAST#

Burst Last

Signal driven by the current Local Bus Master to indicate the last
transfer in a Bus access.

BR#

Bus Request

Asserted by the Master to request use of the Local Bus. The
Local Bus arbiter asserts BG# when the Master is next in line
for bus ownership.

BREQi

Bus Request

Asserted to indicate a Local Bus Master requires the bus. If enabled
through the PCI 9054 Configuration registers, the PCl 9054 releases
the bus during a DMA transfer if this signal is asserted.

BREQo

Bus Request Out

Asserted to indicate the PCl 9054 requires the bus to perform a Direct
Slave PClI-to-Local Bus access while a Direct Master access is
pending on the Local Bus. Can be used with external logic to assert
backoff to a Local Bus Master. Operational parameters are set up
through the PCI 9054 Configuration registers.

©PLX Technology, Inc., 1998

Page 10

Version 1.0

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003



Section 1

Company and Product Background

PCI 9054 Data Book
PCI 9054 Signal Listing (M, C, or J Modes)

Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

BTERM# C.J Burst Terminate 1 As input to the PCI 9054:

For processors that burst up to four Lwords. If the Bterm Mode bit is
disabled through the PCI 9054 Configuration registers, the PCI 9054
also bursts up to four Lwords. If enabled, the PCI 9054 continues to
burst until a BTERM# input is asserted. BTERM# is a Ready input
that breaks up a Burst cycle and causes another Address cycle to
occur. Used in conjunction with the PCI 9054 programmable wait
state generator.

As output from the PCI 9054:

Asserted, along with READY#, to request break up of a burst and
start of a new Address cycle (PCI Aborts only).

BURST# M Burst 1 As an input, driven by the Master along with address and data
indicating a Burst transfer is in progress.

As an output, driven by the PCl 9054 along with address and data
indicating a Burst transfer is in progress.

CCS# All Configuration Register Select 1 Internal PCI 9054 registers are selected when CCS# is asserted low.

DACKO# All See USERI/DACKO#/LLOCKi#.

DEN# J Data Enable 1 Used in conjunction with DT/R# to provide control for data
transceivers attached to the Local Bus.

DMPAF All See MDREQ#/DMPAF/EOT#.

DP[0:3] M Data Parity 4 Parity is even for each of up to four byte lanes on the Local Bus.

DP[3:0] cJ Parity is checked for writes or reads to the PCI 9054. Parity is

’ ’ asserted for reads from or writes by the PC| 9054.

DREQO# All See USERo/DREQO#/LLOCKo#.

DT/R# J Data Transmit/Receive 1 Used in conjunction with DEN# to provide control for data transceivers
attached to the Local Bus. When asserted, indicates the PCI 9054
receives data.

EECS All Serial EEPROM Chip Select 1 Serial EEPROM Chip Select.

EEDI/EEDO All Serial EEPROM 1 Multiplexed Write/Read data to serial EEPROM pin.

Data IN/
Serial EEPROM
Data OUT

EESK All Serial DataClock 1 Serial EEPROM clock pin.

ENUM# All Enumeration 1 Interrupt output asserted when an adapter using PCl 9054 has been
freshly inserted or is ready to be removed from a PCI slot.

EOT# All See MDREQ#/DMPAF/EOTH#.
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

LA[28:2] J Local Address Bus 27 Carries the middle 27 bits of the physical address bus. During bursts,
it is incremented to indicate successive Data cycles. The lowest two
bits, LA[3:2], carry the Word address of the 32-bit Memory address.
All bits are incremented during a Burst access.

LAJ0:31] M Address Bus 32 Carries the 32 bits of the physical Address Bus.

LA[31:2] C Address Bus 30 Carries the upper 30 bits of physical Address Bus. During bursts,
LA[31:2] increment to indicate successive Data cycles.

LAD[31:0] J Address/Data Bus 32 During an Address phase, the bus carries the upper 30 bits of the
physical Address Bus. During a Data phase, the bus carries 32 bits
of data.

LBE[3:0]# C Byte Enables 4 Encoded, based on the bus-width configuration, as follows:
32-Bit Bus:

The four byte enables indicate which of the four bytes are active
during a Data cycle:

BE3# Byte Enable 3—LD[31:24]
BE2# Byte Enable 2—LD[23:16]
BE1# Byte Enable 1—LD[15:8]
BEO# Byte Enable 0—LD[7:0]

16-Bit Bus:
BE3#, BE1# and BEO# are encoded to provide BHE#, LA1, and
BLE#, respectively:

BE3# Byte High Enable (BHE#)—LD[15:8]
BE2# not used

BE1# Address bit 1 (LA1)

BEO# Byte Low Enable (BLE#)—LD[7:0]

8-Bit Bus:
BE1# and BEO# are encoded to provide LA1 and LAO, respectively:

BE3# not used
BE2# not used
BE1# Address bit 1 (LA1)
BEO# Address bit 0 (LAO)
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

LBE[3:0]# J Byte Enables 4 Encoded, based on the bus-width configuration, as follows:

32-Bit Bus:
The four byte enables indicate which of the four bytes are active
during a Data cycle:

BE3# Byte Enable 3—LAD[31:24]
BE2# Byte Enable 2—LAD[23:16]
BE1# Byte Enable 1—LAD[15:8]
BEO# Byte Enable 0—LADI[7:0]

16-Bit Bus:
BE3#, BE1# and BEO# are encoded to provide BHE#, LAD1, and
BLE#, respectively:

BE3# Byte High Enable (BHE#)—LAD[15:8]
BE2# not used

BE1# Address bit 1 (LAD1)

BEO# Byte Low Enable (BLE#)—LAD[7:0]

8-Bit Bus:
BE1# and BEO# are encoded to provide LAD1 and LADO,
respectively:

BE3# not used
BE2# not used
BE1# Address bit 1 (LAD1)
BEO# Address bit 0 (LADO)

LCLK All Local processor Clock 1 Local clock input.

LD[0:31] M Data Bus 32 Carries 8-, 16-, or 32-bit data quantities, depending upon bus-width

LD[31:0] c configuration. All Master accesses to the PCl 9054 are 32 bits only.

LEDon/ All LEDon/LEDin 1 As an output, acts as the Hot Swap board indicator LED. As an input,

LEDin monitors the CompactPCl board latch status.

LFRAME# All PCI Buffered FRAME# Signal 1 Could be used to monitor PCI Bus activity. Available only on the
PBGA package.

LHOLD C,J Hold Request 1 Asserted to request use of the Local Bus. The Local Bus arbiter
asserts LHOLDA when control is granted.

LHOLDA c,J Hold Acknowledge 1 Asserted by the Local Bus arbiter when control is granted in response

to LHOLD. Bus should not be granted to the PCI 9054 unless
requested by LHOLD.

LINT# All Local Interrupt 1 As an input to the PCI 9054, when asserted low, causes a
PCl interrupt.

As an output, a synchronous level output that remains asserted as
long as an interrupt condition exists. If edge level interrupt is required,
disabling and then enabling Local interrupts through INTCSR

creates an edge if an interrupt condition still exists or a new interrupt
condition occurs.

LLOCKIi# All See USERI/DACKO#/LLOCKi#.
LLOCKo# All See USERo/DREQO#/LLOCKo#.
LRESETo# All Local Bus Reset Out 1 Asserted when the PCI 9054 chip is reset. Can be used to drive

RESET# input of a Local processor.
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

LSERR# Cc,J System Error 1 Synchronous level output asserted when the PCI Bus Target Abort

Interrupt Output bit is set (PCISR[11]=1) or Received Master Abort bit is set
(PCISR[13]=1). If edge level interrupt is required, disabling and then
enabling LSERR# interrupts through the interrupt/control status
creates an edge if an interrupt condition still exists or a new interrupt
condition occurs.

LW/R# c,J Write/Read 1 Asserted low for reads and high for writes.

1 Multiplexed input or output pin.

MDREQ#/ M IDMA Data Transfer Request MDREQ#: IDMA M mode Data transfer request start. Always
(MDREQY is available at this asserted, indicating Data transfer should start. De-asserted only
location in M mode only) when the Direct Master FIFO becomes full. Programmable through

a Configuration register.

DMPAF/ All :

Direct Master Programmable DMPAF: Direct Master Write FIFO Almost Full status output.

Almost Full h ) )

Programmable through a Configuration register.

EOT# All EWAOE;I;?]”:;? r for Current EOT#: Terminates the current DMA transfer.

Note: EQOT# serves as a general purpose EOT. Before asserting
EOT#, user should be aware of DMA channel activity.
MODE[1:0] All Bus Mode 2 Selects the PCI 9054 bus operation mode:
Mode 0 Mode 1 Bus Mode
1 1 M
1 0] J
0 1 Reserved
0 0 C

RD/WR# M Read/Write 1 Asserted high for reads and low for writes.

READY# C,J Ready Input/Output 1 When the PCI 9054 is a Bus Master, indicates that Read data on
the bus is valid or that a Write Data transfer is complete. Used in
conjunction with the PCIl 9054 programmable wait state generator.
When a Local Bus access is made to the PCl 9054, indicates
that Read data on the bus is valid or that a Write Data transfer
is complete.

RETRY# M Retry 1 Driven by the PCI 9054 when it is a Slave to indicate a Local Master
must back off and restart the cycle. In Deferred Read mode, indicates
the Master should return for requested data.
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

TA# M Transfer Acknowledge 1 As an input, when a Local Bus access is made to the PCl 9054,
indicates a Write Data transfer can complete or that Read data on
the bus is valid.

As an output, when the PCI 9054 is a Bus Master, indicates a Write
Data transfer is complete or that Read data on the bus is valid.

TEA# M Transfer Error Acknowledge 1 Driven by the Target device, indicating an error condition has
occurred during a Bus cycle.

TEST All Test Pin 1 Pulled high for test and low for normal operation.

When pulled high:

All outputs except USERo/DREQO#/LLOCKo# and LEDon/LEDin are
placed in tri-state. USERo/DREQO#/LLOCKo# provide NANDTREE
output.

TS# M Address Strobe 1 Indicates the valid address and start of new Bus access. Asserted
for the first clock of a Bus access.

TSIZ[0:1] M Transfer Size 2 Driven by current Master along with the address, indicating the
data-transfer size. Refer to Section 3.4.3.5.3 for more information.

All 1 Multiplexed input/output pin.

USERIJ/ User Input USERI:

General-purpose input that can be read by way of the PCI 9054
Configuration registers.

DACKO#/ Demand Mode DMA Acknowledge DACKO#:

When a channel is programmed through the Configuration registers
to operate in Demand mode, this output indicates a DMA transfer is
being executed. DACKO# corresponds to PCI 9054 DMA Ch 0.

LLOCKi# Local Lock Input LLOCKi#:

Indicates an atomic operation that may require multiple transactions
to complete. Used by the PCI 9054 for direct Local access to the
PCI Bus.

All 1 Multiplexed input/output pin.

USERo/ User Output USERo:

General-purpose output controlled from the PCl 9054 Configuration
registers.

DREQO#/ Demand DMA Request DREQO#:

When a channel is programmed through the Configuration registers
to operate in Demand mode, this input serves as a DMA request.
DREQO# corresponds to PCl 9054 DMA Ch 0.

LLOCKo# Local Lock Output LLOCKo#:

Indicates an atomic operation for a Direct Slave PCl-to-Local Bus
access may require multiple transactions to complete.
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Table 1-6. PCI 9054 Local Signal Listing (M, C, or J Modes) (continued)

VDD All Power (+3.3V) 15 Three-volt power supply pins for core and 1/O buffers.
Liberal .01 pF to .1 uF decoupling capacitors should be placed near
the PCI 9054.

VSS All Ground 12 Ground pins.

WAIT# C.J Wait Input/Output 1 As an input, can be asserted to cause the PCI 9054 to insert wait

states for Local Direct Master accesses to the PCIl Bus. Can be
thought of as a Ready input from an external Master for Direct Master
accesses.

As an output, asserted by the PCI| 9054 when internal wait state
generator causes wait states. Can be thought of as an output
providing PCl 9054 Ready status.

WAIT# M See BIGEND#WAITH#.
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2. M MODE BUS OPERATION

21 PCI Bus Cycles

The PCI 9054 is compliant with PCI Specification v2.2.
Refer to PCI Specification v2.2 for specific PCl Bus
functions.

211 PCIl Target Command Codes

As a Target, the PCI 9054 allows access to the
PCI 9054 internal registers and the Local Bus, using the
commands listed in Table 2-1.

All Read or Write accesses to the PCI 9054 can be Byte,
Word, or Lword (longword) accesses, defined as 32 bit.
All memory commands are aliased to basic memory
commands. All I/O accesses to the PCIl 9054 are
decoded to an Lword boundary. Byte enables are used
to determine which bytes are read or written. An I/O
access with illegal byte enable combinations is
terminated with a Target Abort.

Table 2-1. PCI Target Command Codes

I/O Read 0010 (2h)

I/O Write 0011 (3h)

Memory Read 0110 (6h)
Memory Write 0111 (7h)
Configuration Read 1010 (Ah)
Configuration Write 1011 (Bh)
Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

2.1.2 PCI Master Command Codes

The PCI 9054 can access the PCI Bus to perform DMA
or Direct Master Local-to-PCl Bus transfers. During a
Direct Master or DMA transfer, the command code
assigned to the PCI 9054 internal register location
(CNTRL[15:0]) is used as the PClI command code
(except for Memory Write and Invalidate mode for
DMA cycles where (DMPBAM[9]=1). Table 2-2 through
Table 2-5 list various PCI Master Command codes.

Notes: Programmable internal registers determine
PClcommand codes when the PCI 9054 is the Master.

DMA cannot perform I/O or configuration accesses.

2.1.21 DMA Master Command Codes

DMA controllers of the PCl 9054 can assert the Memory
cycles listed in Table 2-2.

Table 2-2. DMA Master Command Codes

Memory Read 0110 (6h)
Memory Write 0111 (7h)
Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

2.1.2.2 Direct Local-to-PCI
Command Codes

For direct Local-to-PCl Bus accesses, the PCIl 9054

asserts the cycles listed in Table 2-3 through
Table 2-5.

Table 2-3. Local-to-PCl Memory Access

Memory Read 0110 (6h)
Memory Write 0111 (7h)
Memory Read Multiple 1100 (Ch)
PCI Dual Address Cycle 1101 (Dh)
Memory Read Line 1110 (Eh)
Memory Write and Invalidate 1111 (Fh)

Table 2-4. Local-to-PCI I/O

Access

/O Read
1/O Write

0010 (2h)
0011 (3h)

Table 2-5. Local-to-PCl Configuration Access

Configuration Memory Read 1010 (Ah)

1011 (Bh)

Configuration Memory Write
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2.1.3 PCI Arbitration

The PCl 9054 asserts REQ# to request the PCIl Bus.
The PCI 9054 can be programmed using the PCI
Request Mode bit (MARBR[23]) to de-assert REQ#
when it asserts FRAME# during a Bus Master cycle, or
to keep REQ# asserted for the entire Bus Master cycle.
The PCI 9054 always de-asserts REQ# for a minimum of
two PCI clocks between Bus Master ownership that
includes a Target disconnect.

The Direct Master Write Delay bits (DMPBAM[15:14])
can be programmed to delay the PCI 9054 from
asserting PClI REQ# during a Direct Master Write cycle.
DMPBAM can be programmed to wait 0, 4, 8, or 16 PCI
Bus clocks after the PCI 9054 has received its first Write
data from the Local Bus Master and is ready to begin the
PCI Write transaction. This function is useful in
applications where a Local Master is bursting and a
Local Bus clock is slower than the PCI Bus clock. This
allows Write data to accumulate in the PCI 9054 Direct
Master Write FIFO, which provides for better use of the
PCI Bus.

2.2 Local Bus Cycles

The PCI 9054 interfaces a PCl Host bus to several Local
Bus types, as listed in Table 2-6 and Table 2-7. It
operates in one of three modes, selected through
MODE[1:0] (PQFP—Pins 157 and 156; PBGA—Pins B7
and E8), corresponding to three bus types—M, J, and C.

Table 2-6. Local Bus Types (176-Pin PQFP)

1 1 M 32-bit non-multiplexed
1 0 Reserved —_

0 1 J 32-bit multiplexed

0 0 C 32-bit non-multiplexed

Table 2-7. Local Bus Types (225-Pin PBGA)

1 1 M 32-bit non-multiplexed
1 0 Reserved —

0 1 J 32-bit multiplexed

0 0 C 32-bit non-multiplexed

In M mode, the PCI 9054 provides a direct connection to
the MPC850 or MPC860 address and data lines,
regardless of the Little Endian or Big Endian mode of the
PCI 9054.

221 Local Bus Arbitration

The PCI 9054 asserts BR# to request the Local Bus. It
owns the Local Bus when BG# is asserted. Upon
receiving BG#, the PCI 9054 waits for BB# to be
de-asserted. The PCI 9054 then asserts BB# at the next
rising edge of the Local clock after acknowledging BB#
is de-asserted (no other device is acting as the Local
Bus Master). The PCI 9054 continues to assert BB#
while acting as the Local Bus Master (that is, it holds the
bus until instructed to release BB#) when the Local Bus
Latency Timer is enabled and expires (MARBR[7:0]).

Note: The Local Bus Pause Timer applies only to DMA operation.
It does not apply to Direct Slave operation.

2.2.2 Direct Master

Local Bus cycles can be Single or Burst cycles. As a
Local Bus Target, the PCl 9054 allows access to the
PCI 9054 internal registers and the PCI Bus.

Local Bus Direct Master accesses to the PCI 9054 must
be for a 32-bit nonpipelined bus. Non-32-bit Direct
Master accesses to the PClI 9054 require simple
external logic.

2.2.3 Direct Slave
The PCI Bus Master reads from and writes to the Local

Bus (the PCI 9054 is a PCI Bus Target and a Local
Bus Master).

2.2.4 Wait State Control

PCIBus Local Bus
Accessing PCI 9054 Accessing PCl 9054
from PCI Bus from Local Bus

PC19054 negates
TRDY# when waiting
on the Local Bus

PC19054 generates TA#
when data is valid on
the following clock edge

PCI Bus negates IRDY#
or simply ends the cycle
when it's not ready

External Local Bus logic
can generate wait states
with WAIT#

:> PC19054
accessing Local Bus

PC19054 generates wait
states with WAIT#
(programmable)

PCI19054
accessing PCIl Bus

PC19054 can be

programmed

to de-assert IRDY#

when its Direct Master

Read FIFO is full

Local Bus can respond
to PCIl 9054 requests

with TA#

PCl Bus negates
TRDY# when it’s
not ready

Figure 2-1. Wait States

Note: The figure represents a sequernce of Bus cycles.
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The TA# signal has no effect until the wait state counter
is 0. TA# can then be used to introduce additional
wait states.

2.2.4.1 Wait States—Local Bus

In Direct Master mode and when accessing the
PCI 9054 registers, the PCl 9054 acts as a Local Bus
Slave. The PCI 9054 asserts external wait states with
the TA# signal.

In Direct Slave and DMA modes, the PCI 9054 acts as a
Local Bus Master. The Internal Wait States bit(s)
(LBRDO[21:18, 5:2], (LBRD1[5:2]), DMAMODEQ[5:2],
and/or DMAMODE1[5:2]) can be used to program the
number of internal wait states between the first address-
to-data (and subsequent data-to-data in Burst mode).

In Direct Slave and DMA modes, if TA# is enabled,
it continues the Data transfer, regardless of the wait
state counter.

In Direct Slave and DMA modes, the TA# signal has
no effect until the wait state counter—(LBRDO0[21:18,
5:2)), (LBRD1[5:2)), (DMAMODEQ[5:2]), and/or
(DMAMODE(1[5:2])—reaches zero. TA# then controls
the number of wait states by being de-asserted in the
middle of the data transaction.

2.2.4.2 Wait States—PCI Bus

The PCIl Bus Master throttles IRDY# and the PCI Bus
Slave throttles TRDY# to insert PCI Bus wait state(s).

2.2.5 Burst Mode and Continuous Burst
Mode (Bterm “Burst Terminate” Mode)

Note: In the following sections, Bterm refers to the PCIl 9054
internal register bit, and BTERM# refers to the PCI 9054
external signal.

2.2.51 Burst and Bterm Modes

Table 2-8. Burst and Bterm on the Local Bus

Single Cycle 0 0 One TS# per data (default).

Single Cycle One TS# per data.

Burst-4 1 0 One TS# per four data
(recommended for
MPC850 or MPC860).

Burst Forever 1 1 Direct Slave or DMA—

One TS# per Burst data or
until Bl# is asserted (refer
to Section 2.2.5.2.1).

Note: Bi# is supported in Burst-4 mode. Refer to the MPC850 or
MPC860 data manual.

On the Local Bus, BTERM# is not supported, but the
Bterm bit can be used to gain maximum performance
and data throughput.

e If the Burst Mode bit is enabled, but the Bterm Mode
bit is disabled, then the PCIl 9054 bursts four
Lwords. BDIP# is de-asserted at the last Lword
transfer before its completion (LA[3:2]=11) and a
new TS# is asserted at the first Lword (LA[3:2]=00)
of the next burst.

e [f the Burst Mode and Bterm Mode bits are both
enabled, then the PCI 9054 bursts until the transfer
counter counts to “0”, the Local Latency Timer is
enabled and expires, the EOT function is introduced,
or DREQO# is de-asserted during DMA transactions.
For Direct Slave transactions, the PCI 9054 bursts
until Bl# is asserted, implying a new TS# is required,
or the Local Latency Timer is enabled and expires.
BDIP# output is not supported in this case.

Notes: If Address Increment is disabled, the DMA transaction bursts
beyond four Lwords.

If the Bterm Mode bit is disabled, the PCI 9054 performs the following:
. 32-bit Local Bus—Bursts up to four Lwords
. 16-bit Local Bus—Bursts up to two Lwords

. 8-bit Local Bus—Bursts up to one Lword

In every case, it performs four transactions.

2.2.5.2 Burst-4 Lword Mode

If the Burst Mode bit is enabled and the Bterm Mode bit
is disabled, bursting can start only on a 16-byte
boundary and continue up to the next 16-byte address
boundary. After data before the boundary is transferred,
the PCI 9054 asserts a new Address cycle (TS#).

Table 2-9. Burst-4 Lword Mode

32 bit Four Lwords or up to a quad Lword boundary
(LA3, LA2 = 11)
16 bit Eight words or up to a quad Lword boundary
(LA2, LA1 = 11)
8 bit Sixteen bytes or up to a quad Lword boundary
(LA1, LAO = 11)
2.2.5.2.1 Continuous Burst Mode

(Bterm “Burst Terminate” Mode)

If both the Burst and Bterm Mode bits are enabled, the
PCI 9054 can operate beyond the Burst-4 Lword mode.

Bterm mode enables the PCIl 9054 to perform long
bursts to special external M-mode interface devices that
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can accept bursts of longer than four Lwords. The
PCI 9054 asserts one Address cycle and continues to
burst data. The external address is incremented during
bursts. If a device requires a hew Address cycle, it can
assert Bl# input anywhere after the first Data phase to
cause the PCI 9054 to assert a new Address cycle
(TS#). The BIl# input acknowledges the current Data
transfer and requests that a new Address cycle be
asserted (TS#), for the next Data transfer. If the Bterm
Mode bit is enabled, the PCIl 9054 de-asserts BURST#
only if its Read FIFO is full, its Write FIFO is empty, or if
a transfer is complete.

For continuous bursts greater than four Lwords, the
BURST# signal should be used to qualify the end of the
Burst transaction. The BDIP# output signal is not driven
in this situation.

During Burst Forever Write transactions in M mode, the
PCI 9054 passes all bytes from the PCI Bus to the Local
Bus, if C/BE# begins to toggle on the nonquad-aligned
address by keeping TSIZ[0:1] at a constant value of 0
and issues TS# for the toggled address. However, if
C/BE# toggles on the quadword-aligned address, the
PCl 9054 begins the Local Bus Burst and toggles
TSIZ[0:1], along with TS#, for all data that follows when
a burst resumes. It is recommended to keep all bytes
enabled during a PCl Write Burst transaction.

2.2.5.3 Partial Lword Accesses

Lword accesses in which not all byte enables are
asserted will be broken into Single-Cycle accesses.
Burst start addresses can be any Lword boundary. If the
Burst Start Address in a Direct Slave or DMA transfer is
not aligned to an Lword boundary, the PCI 9054 first
performs a Single cycle. It then starts to burst on the
Lword boundary if there is remaining data that is not
a whole Lword during DMA (for example, it will result in
a Single cycle at the end).

2.2.6 Local Bus Read Accesses

For all Single-Cycle Local Bus Read accesses, the
PCI 9054 reads only bytes corresponding to byte
enables requested by the PCI Initiator. For all Burst
Read cycles, the PCl 9054 can be programmed to

o Prefetch
e Perform Read Ahead mode

e Generate internal wait states

2.2.7 Local Bus Write Accesses

For Local Bus writes, only bytes specified by a PCl Bus
Master or the PCI 9054 DMA controller are written.

2.2.8 Direct Slave Accesses to 8- or
16-Bit Local Bus

Direct PCI access to an 8- or 16-bit Local Bus results in
the PCI Bus Lword being broken into multiple Local Bus
transfers. For each transfer, byte enables are encoded
to provide Local Address bits LA[1:0].

2.2.9 Local Bus Data Parity

Generation or use of Local Bus data parity is optional.
Signals on the data parity pins do not affect operation of
the PCI9054. The PCI Bus parity checking and
generation is independent of the Local Bus parity
checking and generation. PCl Bus parity checking may
result in assertion of PERR#, a PCIl Bus system error
(SERR#), or other means of PCl Bus transfer
termination as a result of the parity error on the PCI data
address, command code, and byte enables. The Local
Bus Parity Check is passive and only provides parity
information to the Local processor during Direct Master,
Direct Slave, and DMA transfers.

There is one data parity pin for each byte lane of the
PCl 9054 data bus (DP[0:3]). “Even data parity” is
asserted for each lane during Local Bus reads from the
PCI 9054 and during PCIl 9054 Master writes to the
Local Bus.

Even data parity is checked during Local Bus writes to
the PCI 9054 and during PCI 9054 reads from the Local
Bus. Parity is checked for each byte lane with an
asserted byte enable. If a parity error is detected, TEA#
is asserted in the Clock cycle following the data
being checked.

2.3 Big Endian/Little Endian

2.3.1.1 PCI Bus Little Endian Mode

PCI Bus is a Little Endian bus (that is, the address is
invariant and data is Lword-aligned to the lowermost
byte lane).

Table 2-10. PCI Bus Little Endian Byte Lanes

e Enable external wait control (TA# input) 0 AD[7-0]
e Enable type of Burst mode to perform 1 AD[15:8]
2 AD[23:16]
3 AD[31:24]
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2.3.1.2 Local Bus Big/Little Endian Mode

The PCI 9054 Local Bus can be programmed to operate
in Big or Little Endian mode.

Table 2-11. Byte Number and Lane Cross-Reference

0 LD[31:24]
1 LD[23:16]
2 LD[15:8]
3 LD[7:0]

3
2
1
0

Table 2-12. Big/Little Endian Program Mode

g
Big
Little
Big

~|=]o|of

Table 2-13 lists registers for information about the
following cycles.

Table 2-13. Cycles Reference Tables

Local access to the BIGEND[O]
Configuration registers

Direct Master, Memory, and I/O BIGEND[1]

Direct Slave BIGEND[2], Space 0, and
BIGEND[3], Expansion ROM

In Big Endian mode, the PCI 9054 transposes data byte
lanes. Data is transferred as listed in Table 2-14 through
Table 2-18.
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2.3.1.3 32-Bit Local Bus—Big
Endian Mode

Data is Lword aligned to uppermost byte lane (Address
Invariance).

Table 2-14. Upper Lword Lane Transfer

First Transfer Byte O appears on Local Data [31:24]

Byte 1 appears on Local Data [23:16]

Byte 2 appears on Local Data [15:8]

Byte 3 appears on Local Data [7:0]

31 Little Endian 0

Big Endian
Figure 2-2. Big/Little Endian—32-Bit Local Bus

2.3.1.4 16-Bit Local Bus—Big
Endian Mode

For a 16-bit Local Bus, the PCI9054 can be
programmed to use upper or lower word lanes.

Table 2-15. Upper Word Lane Transfer

First Transfer Byte O appears on Local Data [31:24]

Byte 1 appears on Local Data [23:16]

Second Transfer | Byte 2 appears on Local Data [31:24]

Byte 3 appears on Local Data [23:16]

Table 2-16. Lower Word Lane Transfer

First Transfer Byte O appears on Local Data [15:8]

Byte 1 appears on Local Data [7:0]

Second Transfer | Byte 2 appears on Local Data [15:8]

Byte 3 appears on Local Data [7:0]

31

Little Endian

Second Cycle

31

. Cy%
1 0

16

Big Endian

Big Endian

Figure 2-3. Big/Little Endian—16-Bit Local Bus

2.3.1.5

For an 8-bit

Local

Bus, the PCI 9054

programmed to use upper or lower byte lanes.

Table 2-17. Upper Byte Lane Transfer

8-Bit Local Bus—Big Endian Mode

can be

First transfer

Byte O appears on Local Data [31:24]

Second transfer

Byte 1 appears on Local Data [31:24]

Third transfer

Byte 2 appears on Local Data [31:24]

Fourth transfer

Byte 3 appears on Local Data [31:24]

Table 2-18. Lower Byte Lane Transfer

First Transfer

Byte O appears on Local Data [7:0]

Second Transfer

Byte 1 appears on Local Data [7:0]

Third Transfer

Byte 2 appears on Local Data [7:0]

Fourth Transfer

Byte 3 appears on Local Data [7:0]
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31 Little Endian

Fourth Cycle

Cycle 15

Big Endian

Figure 2-4. Big/Little Endian—8-Bit Local Bus

2.3.1.6 Local Bus Big/Little Endian
Mode Accesses

For each of the following transfer types, the PCl 9054
Local Bus can be independently programmed to operate
in Little Endian or Big Endian mode:

e Local Bus accesses to the PCI 9054
Configuration registers

e Direct Slave PCI accesses to Local Address
Space 0

¢ Direct Slave PCIl accesses to Local Address
Space 1

e Direct Slave PCI accesses to Expansion ROM
e DMA Channel 0 accesses to the Local Bus

¢ DMA Channel 1 accesses to the Local Bus

¢ Direct Master Accesses to the PCI Bus

For Local Bus accesses to the Internal Configuration
registers and Direct Master accesses, use BIGEND# to
dynamically change the Endian mode.

Notes: The PCI Bus is always Little Endian.
Only byte lanes are swapped, not individual bits.

2.4 Serial EEPROM

Functional operation described can be modified through
the PCI 9054 programmable internal registers.

2.4.1 Vendor and Device ID Registers

Three Vendor and Device ID registers are supported:

e PCIIDR—Contains the normal Device and Vendor
IDs. Can be loaded from the serial EEPROM or
Local processor(s).

¢ PCISVID—Contains the Subsystem and Subvendor
IDs. Can be loaded from the serial EEPROM or
Local processor(s).

¢ PCIHIDR—Contains the (hardcoded) PLX Vendor
and Device IDs.

2.4.1.1 Serial EEPROM Initialization

During serial EEPROM initialization, the PCI 9054
responds to PCI Target accesses with a Retry. During
serial EEPROM initialization, the PCI 9054 responds to a
Local processor access by delaying acknowledgement
of the cycle (TA#).

2.4.1.2 Local Initialization

The PCI 9054 issues a Retry to all PCI accesses until
the Local Init Status bit (LMISC[2]) is set. This bit can be
programmed three different ways:

1. By the Local processor, through the Local
Configuration register.

2. By the serial EEPROM, during a serial EEPROM
load, if the Local processor does hot set this bit or if
this bit is missing.

3. If the Local processor and/or the serial EEPROM are
missing, the serial EEPROM remains blank and the
PCIl 9054 reverts to the default values and sets this
bit (refer to Table 2-19).

24.2 Serial EEPROM Operation

After reset, the PCI 9054 attempts to read the setrial
EEPROM to determine its presence. An active start bit
set to 0 indicates a serial EEPROM is present. The
PCI 9054 supports 93CS56L (2 kilobit) or 93CS66L
(4 kilobit). (Refer to manufacturer’s data sheet for the
particular serial EEPROM being used.) The first Lword is
then checked to verify that the serial EEPROM is
programmed. If the first Lword (32 bits) is all ones, a
blank serial EEPROM is present. If the first Lword
(32 bits) is all zeros, no serial EEPROM is present. For
both conditions, the PCIl 9054 reverts to the default
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values. (Refer to Table 2-19.) CNTRL[28] is set to 1 if
programmed (real or random data if a serial EEPROM
is detected).

The 3.3V serial EEPROM clock (EESK) is derived from
the PCIl clock. The PCI 9054 generates the serial
EEPROM clock by internally dividing the PCI clock
by 132.

Table 2-19. Serial EEPROM Guidelines

The PCI 9054 uses default
values. The EEDI/EEDO pin must
be pulled low—a 1 K-ohm
resistor is required (rather than
pulled high, which is typically
done for this pin). If PCI 9054
detects all zeros, it reverts to
default values.

Boot with serial EEPROM values.
The Local Init Status bit
(LMISC[2]) must be set by the
serial EEPROM.

The PCIl 9054 detects a blank
device and reverts to default
values.

None None

None Programmed

None Blank

Present None The Local processor programs
the PCI 9054 registers, then
sets the Local Init Status bit

(LMISC[2]=done).

Note: Some systems may
hang if Direct Slave reads and
writes take a long time (during
initialization, the PCI Host also
performs Direct Slave accesses).
The value of the PCI Target Retry
Delay Clocks (LBRDO0[31:28])
may resolve this problem.

Load serial EEPROM, but the
Local processor can reprogram
the PCI 9054. Either the Local
processor or the serial EEPROM
must set the Local Init Status bit
(LMISC[2]=done).

The PCIl 9054 detects a blank
serial EEPROM and reverts to
default values.

Present Programmed

Present Blank

Notes: Insome systems, the
Local processor may be too late
to reconfigure the PCI| 9054
registers before the BIOS
configures the PCl 9054.

The serial EEPROM can be
programmed through the
PCI 9054 after the system
boots in this condition.

The serial EEPROM can be read or written from the PCI
or Local Buses. The Serial EEPROM Control Register
bits (CNTRL[28:24]) control the PCI 9054 pins that
enable reading or writing of serial EEPROM data bits.
(Refer to manufacturer’s data sheet for the particular
serial EEPROM being used.)

The serial EEPROM can also be read or written, using
the VPD function (refer to Section 10).

The PCI 9054 has two serial EEPROM load options:

Long Load Mode—Default. The PCI 9054 loads
17 Lwords from the Serial EEPROM and the Extra
Long Load bit (LBRDO[25])

Extra Long Load Mode—The PCI 9054 loads
22 Lwords if the Serial EEPROM and the Extra Long
Load bit (LBRDO[25]) is set to 1 during a Long Load

Long Serial EEPROM Load

The registers listed in Table 2-20 are loaded from the
serial EEPROM after a reset is de-asserted if the Serial
EEPROM Extra Long Load bit is not set (LBRDO[25]=0).
The serial EEPROM is organized in words (16 bit). The
PCI 9054 first loads the Most Significant Word bits
(MSWI31:16]), starting from the most significant bit
([31]). The PCI 9054 then loads the Least Significant
Word bits (LSW[15:0]), starting again from the most
significant bit ([15]). Therefore, the PCI 9054 loads the
Device ID, Vendor ID, class code, and so forth.

2421

The serial EEPROM values can be programmed using a
Data 1/0O programmer. The values can also be
programmed using the PCI 9054 VPD function (refer to
Section 10) or through the Serial EEPROM Control
register (CNTRL).

The CNTRL register allows programming of the serial
EEPROM, one bit at a time. To read back the value from
the serial EEPROM, the Vital Product Data (VPD)
function should be utilized. With full utilization of VPD,
the designer can perform reads and writes from/to the
serial EEPROM, 32 bits at a time. Values should be
programmed in the order listed in Table 2-20. The 34,
16-bit words listed in the table are stored sequentially in
the serial EEPROM.
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Table 2-20. Long Serial EEPROM Load Registers

Oh Device ID PCIIDRI[31:16]

2h Vendor ID PCIIDR[15:0]

4h Class Code PCICCR[23:8]

6h Class Code / Revision PCICCR[7:0]/ PCIREV[7:0]

8h Maximum Latency / Minimum Grant PCIMLRJ[7:0] / PCIMGR][7:0]

Ah Interrupt Pin / Interrupt Line Routing PCIIPR[7:0] / PCIILR[7:0]

Ch MSW of Mailbox 0 (User Defined) MBOXO0[31:16]

Eh LSW of Mailbox 0 (User Defined) MBOXO0[15:0]

10h MSW of Mailbox 1 (User Defined) MBOX1[31:16]

12h LSW of Mailbox 1 (User Defined) MBOX1[15:0]

14h MSW of Range for PCl-to-Local Address Space 0 LASORR[31:16]

16h LSW of Range for PCl-to-Local Address Space 0 LASORR[15:0]

18h MSW of Local Base Address (Remap) for PCl-to-Local Address Space 0 LASOBA[31:16]

1Ah LSW of Local Base Address (Remap) for PCl-to-Local Address Space O LASOBA[15:0]

1Ch MSW of Mode/DMA Arbitration Register MARBR[31:16]

1Eh LSW of Mode/DMA Arbitration Register MARBR[15:0]

20h MSW of Serial EEPROM Write-Protected Address PROT_AREA[15:0]

22h LSW of Local Miscellaneous Control Register / LMISC[7:0] / BIGENDI[7:0]
LSW of Local Bus Big/Little Endian Descriptor Register

24h MSW of Range for PCl-to-Local Expansion ROM EROMRR[31:16]

26h LSW of Range for PCl-to-Local Expansion ROM EROMRRI[15:0]

28h MSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBAI[31:16]

2Ah LSW of Local Base Address (Remap) for PCl-to-Local Expansion ROM EROMBA[15:0]

2Ch MSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[31:16]

2Eh LSW of Bus Region Descriptors for PCl-to-Local Accesses LBRDO[15:0]

30h MSW of Range for Direct Master-to-PCI DMRR[31:16]

32h LSW of Range for Direct Master-to-PCI DMRR[15:0]

34h MSW of Local Base Address for Direct Master-to-PCI Memory DMLBAM[31:16]

36h LSW of Local Base Address for Direct Master-to-PCl Memory DMLBAM[15:0]

38h MSW of Local Bus Address for Direct Master-to-PCI I/O Configuration DMLBAI[31:16]

3Ah LSW of Local Bus Address for Direct Master-to-PCI I/O Configuration DMLBAI[15:0]

3Ch MSW of PCI Base Address (Remap) for Direct Master-to-PCl DMPBAM[31:16]

3Eh LSW of PCI Base Address (Remap) for Direct Master-to-PCl DMPBAM[15:0]

40h MSW of PCI Configuration Address Register for Direct Master-to-PCl I/O Configuration | DMCFGA[31:16]

42h LSW of PCI Configuration Address Register for Direct Master-to-PCI I/O Configuration DMCFGA[15:0]
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24.2.2

The registers listed in the Local Address
Space 0/Expansion ROM Bus Region Descriptor register
(LBRDO) are loaded from serial EEPROM after a reset is
de-asserted if the Serial EEPROM Extra Long Load bit is
set (LBRDO[25]=1). The serial EEPROM is organized in
words (16 bit). The PCI 9054 first loads the Most
Significant Word bits ([31:16]), starting from the most
significant bit ([31]). It then loads the Least Significant
Word bits ([15:0]), restarting from the most significant

Extra Long Serial EEPROM Load

Table 2-21. Extra Long Serial EEPROM Load Registers

bit ((15]). Therefore, the PCI 9054 loads Device ID,
Vendor ID, class code, and so forth.

The serial EEPROM values can be programmed using a
Data I/O programmer. The values can also be
programmed using the PCI9054 VPD function or
through the Serial EEPROM Control register (CNTRL).
Values should be programmed in the order listed in
Table 2-21. The 44 16-bit words listed in Table 2-20
and Table 2-21 should be stored sequentially in the
serial EEPROM.

ey
44h Subsystem ID PCISID[15:0]
46h Subsystem Vendor ID PCISVID[15:0]
48h MSW of Range for PCl-to-Local Address Space 1 (1 MB) LAS1RR[31:16]
4Ah LSW of Range for PCl-to-Local Address Space 1 (1 MB) LAS1RR[15:0]
4Ch MSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[31:16]
4Eh LSW of Local Base Address (Remap) for PCl-to-Local Address Space 1 LAS1BA[15:0]
50h MSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[31:16]
52h LSW of Bus Region Descriptors (Space 1) for PCl-to-Local Accesses LBRD1[15:0]
54h MSW of Hot Swap Control Reserved
56h LSW of Hot Swap Control / Hot Swap Next Capability Pointer HS_NEXT[7:0] / HS_CNTL[7:0]
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2.4.2.3 New Capabilities
Function Support

The New Capabilities Function Support includes
PCI Power Management, Hot Swap, and VPD features,
as listed in Table 2-22.

Table 2-22. New Capabilities Function
Support Features

First (Power Management) | 40'h, if the New Capabilities Function
Support bit (PCISR[4]) is enabled
(PCISR][4] is enabled, by default).

48'h, which is pointed to from
PMNEXTI[7:0].

4C'h, which is pointed to from
HS_NEXT[7:0].

Because PVPD_NEXT[7:0] defaults
to zero, this indicates that VPD is the

last New Capability Function Support
feature of the PCl 9054.

Second (Hot Swap)

Third (VPD)

2424 Recommended Serial EEPROMs

The PCI 9054 is designed to use either a 2-kilobit
(NM93CS56L or compatible) or 4-kilobit (NM93CS66L or
compatible) device.

Note: The PCI 9054 does not support serial EEPROMSs that do not
support sequential reads and writes (such as the NM93C56L).

4096 -------------- 100h
2048 . 80h
*
1 VPD
1536 60h (PROT_AREA
register default)
Empty
704 2Ch
Extra Long
544 22h
Long Load
0 0

# of bits # of words

Figure 2-5. Serial EEPROM Memory Map

2.4.2.5 Serial EEPROM Initialization

During serial EEPROM initialization, the PCIl 9054
responds to PCl Target accesses with a Retry. During
serial EEPROM initialization, the PCI 9054 responds to a
Local processor access by delaying acknowledgement
of the cycle (TA#).

2.4.3 Internal Register Access

The PCI 9054 provides several internal registers, which
allow for maximum flexibility in the bus interface design
and performance. These registers are accessible from
the PCI and Local Buses and include the following:

e PCI Configuration registers

e Local Configuration registers

e DMA registers

e Mailbox registers

¢ PCl-to-Local and Local-to-PCl Doorbell registers

e Messaging Queue registers (120)

e Power Management registers

e Hot Swap registers

e VPD registers

Figure 2-6 illustrates how these registers are accessed.
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Pl Local 2.4.3.2 Local Bus Access to
Master Master Internal Registers
- - The Local processor can access all PCI 9054 internal
PCI Gonfiguration registers through an external chip select. The PCl 9054
< _ > responds to a Local Bus access when the PCIl 9054
Local Configuration Configuration Chip Select input (CCS#) is asserted low.
< Registers > Figure 2-7 illustrates how the Configuration Chip Select
< DMA Registers » IOQiC WOI’kS.
¢ > Note: CCS# must be decoded while TS# is low.
5 Set boLto-Local Clear 5 Accesses must be for a 32-bit non-pipelined bus.
s Dooroell Regier > 2 Local Read or Write accesses to the PCI 9054 internal
3 Cloar Local-0-PCI Set E registers can be Byte, Word, or Lword accesses. Local
> ! Doorbell Register 3 accesses to the PCI 9054 internal registers can be Burst
¢ Messaging > or Non-Burst accesses.
Qeie Reopen The PCI 9054 TA# signal indicates that Data transfer
-« Power Management » is Complete.
Registers
Address Mode Pin

B VPD Registers -

CCS#

(PC19054
Chip Select)

Figure 2-6. PCI 9054 Internal Register Access

243.1 PCIlBus Access to
Internal Registers

The PCI9054 PCl Configuration registers can
be accessed from the PCl Bus with a Configuration
Type 0 cycle.

All other PCI 9054 internal registers can be accessed by
a Memory cycle, with the PCI Bus address that matches
the base address specified in PCl Base Address 0
(PCIBARO[31:8]) for the PCIl 9054 Memory-Mapped
Configuration register. These registers can also be Figure 2-7. Address Decode Mode
accessed by an /O cycle, with the PCl Bus address

matching the base address specified in PCl Base

Address 1 for the PCI 9054 1/0-Mapped Configuration

register.

All PClI Read or Write accesses to the PCIl 9054
registers can be Byte, Word, or Lword accesses. All PCI
Memory accesses to the PCI 9054 registers can be
Burst or Non-Burst accesses. The PCI 9054 responds
with a PCIl disconnect for all Burst 1/O accesses
(PCIBAR1[31:8]) to the PCI 9054 Internal registers.
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2.4.4 Serial EEPROM Timing Diagrams

‘ Ous ‘ 5us 10us 15us 20us 25us 30us
e e e (A S N O N N e

EESK U Uiy yyy
|
]

LRESETo#

EECS

EEDI

EEDO - INTERNALLY PULLED UP [ o[D15D14D13D12[D11D10[D9 [ D8 |D7 | D6 D5 | D4[ D3 D2 D1] DO
START BIT 0 INDICATES SERIAL EEPROM PRESENT | BITS [31:16] CONFIGURATION REGISTER 0 HEX

EEDO |p1s[p14p13] D12D11]D10] D9 [D8 [D7 [ D6 [ D5[D4 [D3 [D2 [D1 [ Do [D15D14]D13]D12]D11] D10 D9 [ D8 [ D7 | DE[DS [D4 ] D3
BITS [15:0] CONFIGURATION REGISTER 0 HEX BITS [31:16] OF CONFIGURATION REGISTER 8 HEX

CONTINUES

EESK(continues)

EECS

EEDO |p1s|p14p13p12|D11]p10] D9 [D8 [D7 [D6 [Ds [ D4 [ D3 [D2 | D1 [Do

EESK, EEDO, EECS FROM CONFIGURATION REGISTERS
AFTER COMPLETION OF READ

LAST WORD CONTINUES

Timing Diagram 2-1. Initialization from Serial EEPROM (2K)
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Ous Sus 10us 15us 20us 25us 30us

EESK

LRESETo# |

EECS

EEDI o[ 1[1JoJoJoJoJoJo]oJo]JoJo]o
EEDO INTERNALLY PULLED UP [0 [p15]D14[D13[D12D11[D10[D9 | D8 | D7] D6 | D5 | D4]D3 [D2[ D1DO|
START BIT 0 INDICATES SERIAL EEPROM PRESENT | BITS [31:16] CONFIGURATION REGISTER 0 HEX

EESK

EEDO |p15[p14|p13] D12D11|p10] Do [D8 [D7 [ D6 [ D5[ D4 [D3 [ D2 [ D1 [ Do [D15[D14]D13]D12[D11] D1o[D9 [ D8 [D7 [ D[ D5 [D4 | D3 |
BITS [15:0] CONFIGURATION REGISTER 0 HEX BITS [31:16] OF CONFIGURATION REGISTER 8 HEX
CONTINUES

EESK(continues)
EECS \

EEDO |pis|p14|p13[p12]D11|D10[ D9 [D8 [D7 [ D6 [D5 | D4 [ D3 [D2 | D1 [DoO

EESK, EEDO, EECS FROM CONFIGURATION REGISTERS
AFTER COMPLETION OF READ

LAST WORD CONTINUES

Timing Diagram 2-2. Initialization from Serial EEPROM (4K)
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Ons 50ns 100ns 150ns 200ns 250ns
Fr [ I ([ I [ I [ I I [ I
CK —_ [ L F L_F L _F 1L F L F 1L L _F L I 1.1
FRAME# —\_/ ‘ ‘

AD[31:0] ———AobR_X ‘ Data D
C/BE[3:0]# ﬁCMD:éJ ‘ BE )
IRDY# —\ /

DEVSEL# ‘ ‘ \ ‘/ —
TRDY# ‘ 3 ‘ \ /

Timing Diagram 2-3. PCI Configuration Write to PCI Configuration Register

Ons 50ns 100ns 150ns 200ns 250ns 300m
I L I [ I I I I
CK 71 F 1L F 1L F 1L F 1L [ 1L F L F LI LI L
FRAME# — \____ / ‘ ,
AD[31:0] _ X Data Read )
C/BE[3:01# —( cwpA X ‘ BE )
IRDY# \ |
DEVSEL# \ / —
TRDY# ‘ 3 \ /

Timing Diagram 2-4. PCI Configuration Read to PCI Configuration Register
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Ons 50ns

250ns

Clk —1_ [+ 1o L _[s 1_J« 1_1Js 1_Ts

FRAME#

AD[31:0] ——— < apbr_ X Data

N

C/BE[3:0]# ——  cmp=7_X BE

N

IRDY# \

DEVSEL# \

NN

TRDY#

Timing Diagram 2-5. PCl Memory Write to Local Configuration Register

Ons 50ns 100ns 150ns

ClK 1 [+ Lo 1L_fs 1L_f« L_TJs 1__Js

FRAME#

AD[31:0]

X Data Read )

C/BE[3:0l# —— < cmMp=s_X BE

IRDY# | ™\

DEVSEL# ‘ \

TRDY#

/
/
./

Timing Diagram 2-6. PCI Memory Read to Local Configuration Register
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Ons 100ns 200ns 300ns 400ns 500
[ N Y N A A I (O I R D e N KN AR R N R R

FRAME# n__/
AD[31:0] { ADDR X DATA ),
C/BE[3:0)# S o X B )
IRDY# ‘ ‘ \ /
DEVSEL# S \ /
TRDY# ‘ j \__/
B \ B
INTA# "\ RESPONSE ON THE PCI BUS ’ v

C

AN A A aAVYaYl VaYaVavVavVavavavVavaVaV,
LINT# ~ ‘ ‘ ‘ N\ | Yo

Timing Diagram 2-7. Local Interrupt Asserting PCI Interrupt
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3. M MODE FUNCTIONAL
DESCRIPTION

The functional operation described here can be modified
through the PCl 9054 programmable internal registers.

3.1 Reset Operation

3.1.1  PCI Bus Input RST#

PCI Bus RST# input pin is a PCI Host reset. It causes all
PCI Bus outputs to float, resets the entire PCI 9054 and
causes the Local reset LRESETo# signal to be asserted.

3.1.2 Software Reset

A Host on the PCI Bus can set the PCI Adapter Software
Reset bit (CNTRL[30]=1) to reset the PCI 9054 and
assert LRESETo# output. All Local Configuration
registers are reset; however, the PCI Configuration DMA
and Shared Runtime registers and the Local Init Status
bit (LMISC[2]) are not reset. When the Software Reset
bit (CNTRL[30]) is set, the PCl 9054 responds to PCI
accesses, but not to Local Bus accesses. The PCI 9054
remains in this reset condition until the PCI Host clears
the bit. The serial EEPROM is reloaded if the Reload
Configuration Registers bit is set (CNTRL[29]=1).

Note: The Local Bus cannot clear this reset bit because the
Local Bus is in a reset siate, even if the Local processor does not
use LRESETo# to reset.

3.2 PCI 9054 Initialization

The PCI9054 Configuration registers can be
programmed by an optional serial EEPROM and/or by a
Local processor, as listed in Table 2-19. The serial
EEPROM can be reloaded by setting the Reload
Configuration Registers bit (CNTRL[29]).

The PCI 9054 retries all PCI cycles until the Local Init
Status bit is set to “done” (LMISC[2]=1).

Note: The PCI Host processor can also access Internal
Configuration registers after the Local Init Status bit is set.

If a PCl Host is present, the Master Enable, Memory
Space, and /O Space bits (PCICR[2:0]) are

programmed by that Host after initialization completes
(LMISCJ[2]=1).

3.3 Response to FIFO Full or Empty

Table 3-1 lists the response of the PCl 9054 to full and
empty FIFOs.

3.4 Direct Data Transfer Modes

The PCI 9054 supports three direct transfer modes:

¢ Direct Master—Local CPU accesses PClI memory
or /O

¢ Direct Slave—PCIl Master accesses Local memory
or /O

e DMA—PCI 9054 DMA controller reads/writes
PCI memory to/from Local memory

3.4.1 Direct Master Operation
(Local Master-to-PCI Target)

The PCI 9054 supports a direct access of the PCl Bus
by the Local processor or an intelligent controller. Master
mode must be enabled in the PCI Command register.
The following registers define Local-to-PCl accesses:

¢ Direct Master Memory and 1/0 Range (DMRR)

e Local Base Address for Direct Master-to-
PCI Memory (DMLBAM)

e Local Base Address for Direct Master-to-PCI I/O
and Configuration (DMLBAI)

e PCIl Base Address (DMPBAM)

e Direct Master Configuration (DMCFGA)

e Direct Master PCI Dual Address Cycles (DMDAC)
¢ Master Enable (PCICR)

e PCl Command Code (CNTRL)
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Table 3-1. Response to FIFO Full or Empty

Direct Master Write Local-to-PClI Full Normal De-assert TA#, RETRY# !
Empty De-assert REQ# (off the PCI Bus) Normal
Direct Master Read PCl-to-Local Full De-assert REQ# or throttle IRDY#Z Normal
Empty Normal De-assert TA#
Direct Slave Write PCl-to-Local Full Disconnect or throttle TRDY# 4 Normal
Empty Normal De-assert BB# °
Direct Slave Read Local-to-PClI Full Normal De-assert BB# 3
Empty Throttle TRDY# Normal
DMA Local-to-PCI Full Normal De-assert BB# 3
Empty De-assert REQ# Normal
PCl-to-Local Full De-assert REQ# Normal
Empty Normal De-assert BB# 3

Notes:

Issue RETRY# depends upon the Direct Master Write FIFO Almost Full RETRY# Output Enable bit (LMISC/[6]).
Throttle IRDY# depends upon the Direct Master PCI Read Mode bit (DMPBAM[4]).

BB# de-assert depends upon the Local Bus Direct Slave Release Bus Mode bit (MARBR[21]).

Throttle TRDY4 depends upon the Direct Slave Write mode bit (LBRDO[27]).
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PCl Bus Local
Master Processor ]
_-———-Initialize
Local
‘ Local Range for Direct Master-to-PCl ‘17 Direct
Master
‘ Local Base Address for Direct Master-to-PCl Memory ‘4; Access
Registers
‘ PCI Base Address (Remap) for Direct Master-to-PCI ‘47
‘ Local Base Address for Direct Master-to-PCI I/O Configuration ’4—
/0 or Configuration - - -
0=10 R PCI Configuration Address Register for <
1 = Configuration Direct Master-to-PCI I/0 Configuration
—P" PCI Command Register ‘

3 2
PClIBus ------- N P Local Bus
Access ‘_’ FIFOs —p Access

32-Lword Deep Write
16-Lword Deep Read
Local Base
Local Address for Direct
Memor Master to PCI
y / Memory Space
PCI Address :
Space /
Memory | Range
PCI Base Command
Address | Local Base

Address for
Direct Master to

/0

Vw

Figure 3-1. Direct Master Access of the PCI Bus

3.4.1.1
Decode

Direct Master Memory and I/O

The Range register and the Local Base Address
specifies the Local Address bits to use for decoding a
Local-to-PCl access (Direct Master). The range of
Memory or I/O space must be a power of 2 and the
Range register value must be the inverse of the range
value. In addition, the Local Base Address must be a
multiple of the range value.

Any Local Master Address starting from the Direct
Master Local Base Address (Memory or I/O) to the range
value is recognized as a Direct Master access by the
PCI 9054. All Direct Master cycles are then decoded as

PCI1 I/O Configuration

——Range

PClI Memory, 1/0, or Configuration Type O or 1.
Moreover, a Direct Master Memory or 1/O cycle is
remapped according to the Remap register value. The
Remap Register value must be a multiple of the Direct
Master Range value (not the Range register value).

The PCI 9054 can only accept Memory cycles from a
Local processor. The Local Base Address and/or the
range determine whether PClI Memory or PCI 1/O
transactions occur.

3.4.1.2 Direct Master FIFOs

For Direct Master Memory access to the PCI Bus, the
PCI 9054 has a 32-Lword (128-byte) Write FIFO and a
16-Lword (64-byte) Read FIFO. The FIFOs enable the
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Local Bus to operate independent of the PCI Bus and
allows high-performance bursting on the PCI and Local
Buses. In a Direct Master write, the Local processor
(Master) writes data to the PCI Bus (Slave). In a Direct
Master read, the Local processor (Master) reads data
from the PCl Bus (Slave). The FIFOs that function
during a Direct Master write and read are illustrated in
Figure 3-2 and Figure 3-3.

Slave Master Slave Master
/\ LA, TS#, TSIZ, /\
LD, RD/WR#,
BURST#,
Bl#, BDIP#
REQ# TA#
o GNT# ———> |3
@ =
S FRAME#, C/BE# o
o AD (addr) S
: IRDY#
DEVSEL#, TRDY# RETRY# TEA#
AD (data) (Optional)
Figure 3-2. Direct Master Write
Slave Master Slave Master
(
/\ TS¢#, BIt, /\
RD/WR#, TSIZ,
REQ# BURST#, BDIP#
GNT#
FRAME#, C/BE#, o
@ AD (addr) S
5 5
) IRDY#
(] o
o s
DEVSEL#, TRDY#, LD, TA#
AD (data)
RETRY#, TEA#
v (Optional) v
Figure 3-3. Direct Master Read
Note: The figures represent a sequence of Bus cycles.

3.4.1.3

The MPC850 or MPC860 transfers data through a Single
or Burst Read/Write Memory transaction, or through
SDMA channels to the PCl 9054 and PCIl Bus. The
MPC850 or MPC860 IDMA/SDMA accesses to the
PCI 9054 appear as Direct Master operations. Refer to
Section 3.4.2 for more information.

Direct Master Memory Access

Transactions are initiated by the MPC850 or MPC860
(a Local Bus Master) when the memory address on the
Local Bus matches the Memory space decoded for
Direct Master operations. Upon a Local Bus Read, the
PCIl 9054 becomes a PCI Bus Master, arbitrates for the
PCI Bus, and reads data from the PCI Target directly
into the Direct Master Read FIFO. When sufficient data
is placed into the FIFO, it asserts the Transfer
Acknowledge (TA#) signal onto the Local Bus to indicate
that the requested data is on the Local Bus.

The Local processor can read or write to PClI memory.
The PCI 9054 converts the Local Read/Write access.
The Local Address space starts from Direct Master Local
Base Address up to the range. Remap (PCl Base
Address) defines PCI starting address.

An MPC850 or MPC860 Single cycle causes a Single-
Cycle PCI transaction. An MPC850 or MPC860 Burst
cycle asserts a Burst PCI Cycle transaction. Bursts are
limited to 16 bytes (four Lwords) in the MPC850
or MPC860.

The PCl 9054 supports bursts beyond the 1-byte
boundary (Continuous Burst) when the BDIP# input
signal remains asserted beyond a 16-byte boundary by
an external Local Bus Master. To finish, continuing burst
and the external Master should de-assert the BDIP#
signal on the last Data phase.

Writes—Upon a Local Bus Write, the Local Bus Master
writes data to the Direct Master Write FIFO. When the
first data is in the FIFO, the PCl 9054 becomes the PCI
Bus Master, arbitrates for the PCI Bus, and writes data
to the PCI Target device. The PCIl 9054 continues to
accept writes and returns TA# until the Write FIFO is full.
It then holds off TA# until space becomes available
inthe Write FIFO. A programmable Direct Master
“almost full” status output is provided (MDREQ#/
DMPAF/EOT#). The PCI9054 asserts RETRY#
whenever the Direct Master Write FIFO is full, implying
that the Local Master can relinquish the bus and finish
the Write operation at a later time (LMISC[6]).

Reads—PCI 9054 holds off TA# while gathering an
Lword from the PCl Bus. Programmable Prefetch modes
are available if prefetch is enabled: prefetch, 4, 8, 16, or
continuous until the Direct Master cycle ends. The Read
cycle is terminated when the Local BDIP# input is
de-asserted. Unused Read data is flushed from
the FIFO.

The PCI 9054 does not prefetch Read data for single
cycle Direct Master reads (Local BURST# input is not
asserted during the first Data phase). In this case, the
PCI 9054 reads a single PCI Lword unless Direct Master
Read Ahead mode is enabled.
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For Direct Master Single-Cycle reads, the PCI 9054 sets
the corresponding PCI Bus byte enables from the Local
Bus address and the TSIZ[0:1] signal.

For Burst-Cycle reads, the PCl 9054 reads entire Lwords
(all PCI Bus byte enables are asserted).

If the Direct Master Prefetch Limit bit is enabled
(DMPBAM[11]=1), the PCI 9054 does not prefetch past
a 4-kilobit boundary. Also, the Local Bus must not cross
a 4-kilobit boundary during a Burst read.

The PCI 9054 never prefetches beyond the region
specified for Direct Master accesses.

3.4.1.4 Direct Master 1/O
Configuration Access

When a Local Direct Master 1/0 access to the PCl Bus
occurs, the PCl Configuration Address Register for
Direct Master-to-PCl /0 Configuration Enable bit
(DMCFGA[31]) determines whether an 1/O or
Configuration access is to be made to the PCI Bus.

Local Burst accesses are broken into single PCIl 1/O
address/Data cycles. The PCl 9054 does not prefetch
Read data for 1/0 and configuration reads.

For Direct Master /O or Configuration cycles, the
PCI 9054 asserts the same PCI Bus byte enables as set
on the Local Bus.

3.4.1.5 Direct Master I/O

If the Configuration Enable bit is cleared
(DMCFGA[31]=0), a single I/0O access is made to the
PClI Bus. The Local Address, Remapped Decode
Address Bits, and Local byte enables are encoded to
provide the address and are output with an I/O read or
write command during a PCI Address cycle.

When the 1/0 Remap Select bit is set (DMPBAM[13]=1),
the PCl Address bits [31:16] are forced to 0 for the
64-kilobit 1/0 address limit.

For writes, data is loaded into the Write FIFO and TA# is
returned to the Local Bus. For reads, the PCI 9054 holds
off TA# while receiving an Lword from the PCI Bus.

3.4.1.6 RETRY# Capability

3.4.1.6.1 Direct Master Write FIFO Full

The PCI 9054 supports the Direct Master Write FIFO full
condition. When enabled (LMISC[6]=1), the PCI 9054
asserts the RETRY# signal to the Local Bus Master to
relinquish ownership of the bus and return to finish the
initial write at a later time.

In a Direct Master Write FIFO full condition, the
PCl 9054 asserts the RETRY# signal. Otherwise, the
Direct Master Write transfer goes through successfully.

3.4.1.6.2 Direct Master Delayed Read

The PCI 9054 supports Deferred Direct Master Read
transactions. When the M Mode Direct Master Deferred
Read Enable bit is set (LMISC[4]=1), the PCI 9054
asserts RETRY# and prefetches Read data every time
the Local Master requests a read. During a PCI data
prefetch, the Local Master is capable of doing other
transactions and free to return for requested data at a
later time. When Deferred Direct Master Read mode is
disabled, the Local Master must “keep” the Local Bus
and wait for the requested data (TA# is not asserted until
data is available to the Local Bus).

3.4.1.7 Direct Master Configuration
(PCI Configuration Type 0 or Type 1 Cycles)

If the Configuration Enable bit (DMCFGA[31]) is set, a
Configuration access is made to the PCI Bus. In addition
to enabling configuration of this bit, the user must
provide all register information. The Register Number
and Device Number bits (DMCFGA[7:2] and
DMCFGA[15:11], respectively) must be modified and a
new Configuration Read/Write cycle must be performed
before accessing other registers or devices.

If the PCl Configuration Address register selects a
Type 0 command, bits [10:0] of the register are copied to
address bits [10:0]. Bits [15:11] (device number) are
translated into a single bit being set in the PCI Address
bits [31:11]. The PCI Address bits [31:11] can be used
as a device select. For a Type 1 command, bits [23:0]
are copied from the register to bits [23:0] of the PCI
address. The PCl Address bits [31:24] are set to 0. A
configuration read or write command code is output with
the address during the PCl Address cycle (refer to the
DMCFGA register).

For writes, Local data is loaded into the Write FIFO and
TA# is returned. For reads, the PCl 9054 holds off TA#
while gathering an Lword from the PCI Bus.
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3.4.1.7.1 Direct Master Configuration
Cycle Example

To perform a Type 0 Configuration cycle to PCI device
on AD[21]:

1. The PCI 9054 must be configured to allow Direct
Master access to the PCI Bus. The PCl 9054 must
also be set to respond to /O Space accesses.
These bits must be set (PCICR[2:0]=111b).

In addition, Direct Master memory and I/O access
must be enabled (DMPBAM[1:0]=11).

2. The Local Memory map selects the Direct Master
range. For this example, use a range of 1 MB:
1 MB = 2*° = 000FFFFFh
The value to program into the Range register is the
inverse of 000FFFFFh (FFFO0000h):
DMRR = FFF00000h

3. The Local Memory map determines the Local Base
Address for the Direct Master-to-PClI 1/O
Configuration register. For this example, use
40000000h:
DMLBAI = 40000000h

4. The PCI Address (Remap) for Direct Master-to-PCl
Memory register must enable the Direct Master 1/0
access. The Direct Master I/O Access Enable bit
must be set (DMPBAM[1]=1).

5. The user must know which PCI device and PCI

Configuration register the PCI Configuration cycle is
accessing. This example assumes the IDSEL signal
of the Target PCl device is connected to AD[21]
(logical device #10=0Ah). Also access PCIBARO
(the fourth register, counting from 0; use Table 11-2
for reference). Set DMCFGA[31, 23:0] as follows:

1:0 Configuration Type O. 00b
7:2 Register Number. Fourth register. 000100b
Must program a “4” into this
value, beginning with bit 2.
10:8 Function Number. 000b
15:11 Device Number n-11, where n is 01010b
the value in AD[n]=21-11 = 10.
23:16 | Bus Number. 00000000b
31 Configuration Enable. 1

After these registers are configured, a simple Local
Master Memory cycle to the /O base address is
necessary to generate a PCl Configuration Read or
Write cycle. Offset to the base address is not
necessary because the register offset for the read or
write is specified in the Configuration register. The
PCIl 9054 takes the Local Bus Master Memory cycle
and checks for the Configuration Enable bit
(DMCFGA[31]). If set, the PCI 9054 converts the
current cycle to a PCI Configuration cycle, using the
DMCFGA register and the Write/Read signal
(RD/WR#).

The Register Number and Device Number bits
(DMCFGA[7:2] and DMCFGA[15:11], respectively)
must be modified and a new Configuration
Read/Write cycle must be performed before
accessing other registers or devices.

3.4.1.8 Direct Master PCI Dual
Address Cycle

The PCI 9054 supports PCl Dual Address Cycle (DAC)
when it is a PCl Bus Master using the DMADACO and
DMADAC1 registers for Block DMA transactions.
Scatter/Gather DMA can utilize the DAC function via the
DMADACO0 and DMADAC1 registers or DMAMODEOQ[18]
AND DMAMODE1[18]. The DAC command is used to
transfer a 64-bit address to devices that support 64-bit
addressing when the address is above the 4-GB
Address space. The PCI 9054 performs a DAC within
two PCI clock periods, where the first PCI address is a
Lo-Addr, with the command (C/BE[3:0]#) “D”, and the
second PCl address is a Hi-Addr, with the command
(C/BE[3:0]#) “6” or “7”, depending upon whether it is a
PCI Read or PCI Write cycle.

3.4.1.9

The PCI 9054 Direct Master/Target Abort logic enables a
Local Bus Master to perform a Direct Master Bus poll of
devices to determine whether devices exist (typically
when the Local Bus performs Configuration cycles to the
PCI Bus). When a PCI Master device attempts to access
and does not receive DEVSEL# within six PCI clocks, it
results in a Master Abort. The Local Bus Master must
clear the Received Master Abort bit or Target Abort bit
(PCISR[13 or 11]=0, respectively) and continue by
processing the next task.

Direct Master/Target Abort
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3.4.1.9.1 Direct Master/Target Abort Section 3.5.4). The PCl 9054 supports Memory Write

If a PCl Master, Target Abort, or Retry Time-Out is
encountered during a transfer, the PCl 9054 asserts
TEA# if enabled [(INTCSR[1:0]=1), which can be used
as a Non-Maskable Interrupt (NMI)]. If a Local Bus
Master is waiting for TA#, it is asserted along with TEA#.
The interrupt handler of the Local Bus Master can take
the appropriate application-specific action. It can then
clear the Target Abort bit (PCISR[11]) to clear the TEA#
interrupt and re-enable Direct Master transfers.

If a Local Bus Master is attempting a Burst read from a
nonresponding PCl device (Master/Target Abort), it
receives TA# and Bl# for the first cycle only. In addition,
the PCI 9054 asserts TEA# if the Enable Local Bus
LSERR# bits are enabled (INTCSR[1:0], which can be
used as an NMI). If the Local processor cannot terminate
its Burst cycle, it may cause the Local processor to
hang. The Local Bus must then be reset from the
PCI Bus. If the Local Bus Master cannot terminate its
cycle with TEA# output, it should not perform Burst
cycles when attempting to determine whether a PCI
device exists.

3.4.1.10 Direct Master Memory Write
and Invalidate

The PCI 9054 can be programmed to perform Memory
Write and Invalidate cycles to the PCl Bus for Direct
Master transfers, as well as DMA transfers (refer to

and Invalidate transfers for cache line sizes of 8 or 16
Lwords. Size is specified in the System Cache Line Size
bits (PCICLSR[7:0]). If a size other than 8 or 16 is
specified, the PCI 9054 performs Write transfers rather
than Memory Write and Invalidate transfers.

Direct Master Memory Write and Invalidate transfers are
enabled when the Invalidate Enable bit (DMPBAM[9])
and the Memory Write and Invalidate Enable bit
(PCICR]4]) are set.

In Memory Write and Invalidate mode, if the start
address of the Direct Master transfer is on a cache line
boundary, the PCI 9054 waits until the number of Lwords
required for the specified cache line size are written from
the Local Bus before starting a PCl Memory Write and
Invalidate access. This ensures a complete cache line
write can complete in one PCI Bus ownership.

If the start address is not on a cache line boundary, the
PCl 9054 starts a normal PClI Write access (PCI
command code = 7h). The PCI 9054 terminates a cycle
at a cache line boundary if it is performing a normal write
or if it is performing a Memory Write and Invalidate cycle
and another cache line of data is not available. If an
entire cache line is available by the time PCI 9054
regains use of the PCI Bus, the PCl 9054 resumes
Memory Write and Invalidate cycles. Otherwise, it
continues with a normal write. If a Target disconnects
before a cache line is completed, the PCI 9054
completes the remainder of that cache line, using
normal writes.

Oons 100ns
| | | | | | | | |

200ns

300ns 400ns S00ns
| | | | | | | | | | |

FR&ME#® — 0 i : 5 v

AD[31:0] (e had¥irad——{DATA 1Y DATA2

C/BE[3.0)# —;i:DuaI.'-"v:Bus-CL;in c.rBEp;u]#: 3

Figure 3-4. Dual Address Timing
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3.4.2 IDMA/SDMA Operation

3.4.2.1 IDMA Operation

The PCI 9054 supports the MPC850 or MPC860
Independent DMA (IDMA) mode, using the MDREQ#
signal and operating in Direct Master mode. In M mode,
this signal is connected to the MPC850 or MPC860
DREQ[1:0] input pins. After programming the MPC850
or MPC860 IDMA channel, the PCIl 9054 uses Direct
Master mode to transfer data between the PCI Bus and
the MPC850 or MPC860 internal dual-port RAM (or
external memory). The data count is controlled by the
IDMA Byte counter and throttled by the PCI 9054
MDREQ# signal. When the PCI 9054 FIFO is nearly full,
MDREQ# is de-asserted to the MPC850 or MPC860,
indicating that it should inhibit transferring further data
(the FIFO threshold count in the PCI 9054 must be set to
a value of at least five Lwords below the full capacity of
the FIFO—27 Lwords) (DMPBAM[10, 8:5]). The Retry
function can be used to communicate to the Local Bus
Master that it should relinquish ownership of the
Local Bus.

Note: The Direct Master Write FIFO Relry Enable bit (LMISC[6])
can be disabled fo prevent the assertion of the RETRY# signal.

In IDMA reads (PCI9054 to the Local Bus), the
MDREQ# signal is always asserted (indicating data is
available), although the Read FIFO is empty. Any Local
Bus read of the PCl Bus causes the PCI 9054 to
become a PCI Bus Master and fill the Direct Master
Read FIFO buffer. When sufficient data is in the FIFO,
the PCI 9054 completes the Local Bus cycle by
asserting Transfer Acknowledge (TA#).

After the IDMA has transferred all required bytes
(MPC850 or MPC860 Byte counter decrements to zero),
the MPC850 or MPC860 generate an internal interrupt,
which in turn should execute the code to disable the
IDMA channel (the MDREQ# input signal may still be
asserted by the PCI 9054). The SDACK][1:0] signal from
the MPC850 or MPC860 is not used by the PCl 9054
(no connection).

Refer to Section 3.4.1 for more information about Direct
Master Data transfers.

3.4.2.2 SDMA Operation

The PCI 9054 supports the MPC850 or MPC860 Serial
DMA (SDMA) mode, using Direct Master mode.
No handshake sighals are required to perform the
SDMA operation.

The Retry function can be used to communicate to the
Local Bus Master it should relinquish ownership of the

Local Bus. The Direct Master Write FIFO Retry Enable
bit (LMISCI[6]) can be disabled to prevent assertion of
the RETRY# signal.

Note: The Direct Master Write FIFO can be programmed to identify
the full status condition (DMPBAM([10, 8:5]). The FIFO Full Status
Flag is in MARBR([30].

3.4.3 Direct Slave Operation
(PCI Master-to-Local Bus Access)

The PCI 9054 supports both Burst Memory-Mapped
Transfer accesses and 1/O-Mapped, Single-Transfer
accesses to the Local Bus from the PCI Bus through a
16-Lword (64-byte) Direct Slave Read FIFO and a
32-Lword (128-byte) Direct Slave Write FIFO. The PCI
Base Address registers are provided to set up the
location of the adapter in the PClI memory and the I/O
space. In addition, Local mapping registers allow
address translation from the PCl Address Space to the
Local Address Space. Three spaces are available:

e Space0
e Space 1
¢ Expansion ROM space

Expansion ROM space is intended to support a bootable
ROM device for the Host.

For Single Cycle Direct Slave reads, the PCI 9054 reads
a single Local Bus Lword or partial Lword. The PCI 9054
disconnects after one transfer for all Direct Slave
I/0O accesses.

For the highest data-transfer rate, the PCI 9054 supports
posted writes and can be programmed to prefetch data
during a PCIl Burst read. The Prefetch size, when
enabled, can be from one to 16 Lwords or until the PCI
Bus stops requesting. When the PCI 9054 prefetches, if
enabled, it drops the Local Bus after reaching the
prefetch counter. In Continuous Prefetch mode, the
PCI 9054 prefetches as long as FIFO space is available
and stops prefetching when the PCI Bus terminates the
request. If Read prefetching is disabled, the PCI 9054
disconnects after one Read transfer.

In addition to Prefetch mode, the PCl 9054 supports
Read Ahead mode (refer to Section 3.4.3.3).

Each Local space can be programmed to operate in an
8--, 16-, or 32-bit Local Bus width. The PCI 9054 has an
internal wait state generator and external wait state
input, TA#. TA# can be disabled or enabled with the
Internal Configuration registers.
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With or without wait state(s), the Local Bus, independent
of the PCI Bus, can

e Burst as long as data is available
(Continuous Burst mode)

e Burst four Lwords at a time (recommended)
e Perform a Continuous Single cycle

A Burst cycle from the PCI Bus through the PCl 9054
asserts an MPC850 or MPC860 Burst transaction if the
following is true:

¢ The address is quad-Lword alighed,
e A FIFO contains at least four Lwords, and

e All PCI Bus byte enables are set for writes only
and ignored for reads

3.4.3.1 Direct Slave Lock

The PCI9054 supports direct PCl-to-Local-Bus
exclusive accesses (locked atomic operations). A
PCl-locked operation to the Local Bus results in the
entire address Space 0, Space 1, and Expansion ROM
space being locked until they are released by the PCI
Bus Master. Locked operations are enabled or disabled
with the Direct Slave LOCK# Enable bit (MARBR[22]) for
PCl-to-Local accesses.

3.4.3.2 Direct Slave PCI v2.1 Delayed
Read Mode

The PCI 9054 can be programmed through the PCI
Specification v2.1 Mode bit (MARBR[24]=1) to perform
delayed reads, as specified in PCI Specification v2.1.

PCIBus PCI 9054 Local Bus

PClRead request |:>
PC19054 instructs
PClHost to “Retry” <:

Read cycle later PC19054 requests

Read data from

PCIBus is free to Local Bus
perflo rmdother
cycles during Local memory
this time returns requested
data to PC19054
PCI Host returns to :>
fetch Read data again
Read data is now <:
ready for Host

Figure 3-5. Direct Slave PCI v2.1 Delayed Reads

Note: The figure represents a sequence of Bus cycles.

In addition to delayed reads, the PCl 9054 supports the
following PCI Specification v2.1 functions:

¢ No write while a read is pending
(PCI Retry for reads)

¢  Write and flush pending read

3.4.3.3 Direct Slave PCI Read
Ahead Mode

The PCI 9054 also supports Read Ahead mode, where
prefetched data can be read from the internal FIFO of
the PCI 9054 instead of from the Local Bus. The address
must be subsequent to the previous address and 32-bit
aligned (next address = current address + 4). Read
Ahead mode functions with or without PCI Delayed
Read mode.

PCIBus PC' 9054 Local Bus

PC19054 prefetches
data from
Local Bus device

PCI| Read request

Read data

PCI| Bus Master Read

returns with
“Sequential Address” PC19054 prefetches
:> more data if FIFO
space is available
Read data

<—

PC19054 prefetches
more data from
Local memory

Figure 3-6. Direct Slave PCI 9054 Read Ahead Mode

Note: The figure represents a sequence of Bus cycles.

3.4.3.4 Direct Slave Transfer

Transactions are initiated by a PCl Bus Master
addressing the Memory space decoded for the Local
Bus. Upon a PCl Read/Write, the PCl 9054 becomes a
Local Bus Master and arbitrates for the Local Bus.

The PCI 9054 then reads data into the Direct Slave
Read FIFO or writes data to the Local Bus.

The Direct Slave or Direct Master pre-empts DMA;
however, the Direct Slave does not pre-empt the Direct
Master (refer to Section 3.4.4.1).

The PCI 9054 can be programmed to “keep” the PCI
Bus by generating a wait state(s) and de-asserting
TRDY# if the Write FIFO becomes full. The PCI 9054
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can also be programmed to “keep” the Local Bus and
continue asserting BB# if the Direct Slave Write FIFO
becomes empty or the Direct Slave Read FIFO becomes
full. In either case, the Local Bus is dropped when the
Local Bus Latency Timer is enabled and expires
(MARBR[7:0]).

For Direct Slave writes, the PCI Bus writes data to the
Local Bus. Direct Slave is the “Command from the PCI
Host,” which has the highest priority.

For Direct Slave reads, the PCl Bus Master reads data
from the Local Bus Slave.

The PCI 9054 supports on-the-fly Endian conversion for
Space 0, Space 1, and Expansion ROM space. The
Local Bus can be Big/Little Endian (Address/Data
Invariance) by using the programmable internal register
configuration.

Note: The PCI Bus is always Little Endian.

Master Slave Master Slave

/\ FRAME#, C/BE#, A

AD (addr)

IRDY#, AD (data)

DEVSEL#, TRDY#

PCIBus

Local Bus

B#, LA, TS#, RD/WR#

LD, BURST

N

Figure 3-7. Direct Slave Write

Master Slave Master Slave

/\ FRAME#, C/BE#,

AD (addr)

IRDY#

DEVSEL#

PCIBus

Local Bus

BB#, LA, TS#,
RD/WR#, BURS#

TA#, LD
TRDY#, AD (data

\V

Figure 3-8. Direct Slave Read

\V

Note: The figures represent a sequence of Bus cycles.

During Direct Slave transactions, the MPC850 or
MPC860 user has the option to use the PCI 9054 for
maximum Burst transfers, wusing the BTERM#
Input Enable bit(s) (LBRDO0[23,7], LBRD1[7], and
DMAMODEQ[7]).

In Direct Slave transfers, each Direct Slave space
(Space 0, Space 1, and Expansion ROM) has its own
BTERM# Input Enable bit (the BTERM# input signal
becomes the BI# signal in M mode). Space 0 is in
LBRDO[7], Space 1 is in LBRD1[7], and Expansion ROM
is in LBRDO[23].

When the Bterm Mode bit is enabled, the PCIl 9054
continues to burst on the Local Bus until the Bl# sighal is
asserted for one CLK cycle any time after the next Data
phase, implying a new Address cycle (TS#) is heeded if
there is more data to transfer.

When the Bterm Mode bit is enabled and the Bl# signal
is assetrted, the PCI 9054 asserts TS# every 16 bytes or
until Bl# is de-asserted (whichever occurs first).

If the Bterm Mode bit is disabled and the Bl# signal is
asserted on the first Data phase, Single-Cycle transfers
are performed.

Table 3-2. Direct Slave Burst Mode Cycle Detection

Burst BTERM# Bl# Signal Result
Enable Bit Input Enable
Bit
1 0 Not asserted Burst 16 bytes
(MPC850 or
MPC860
compatible)
1 0 Asserted Single cycle
during first
Data phase
1 1 Asserted Burst until Bl# is
asserted for one
CLK cycle
0 X X Single cycle

Caution: The MPC850 and MPC860 do not support bursting more
than 16 bytes. The BTERM# Input Enable bits should be set only for
Local Bus Masters that support continuous bursting.

Note: “X”is “Don’t Care.”

The PCI 9054 supports Local Bus error conditions using
TEA#. TEA# may be asserted by a device on the Local
Bus, either before or simultaneously with TA#. In either
case, the PCI 9054 tries to complete the current
transaction by transferring data and then asserting TS#
for every address that follows, waiting for another TA# or
TEA# to be issued (used to flush Direct Slave FIFQOs).
After acknowledging TEA# is asserted, the PCIl 9054
asserts PCl SERR# and sets an error flag, using the
Signaled System Error bit (PCISR[14]=1). When set, this
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indicates a catastrophic error occurred on the Local Bus.
SERR# may be masked off by resetting the TEA# Input
Interrupt Mask bit (LMISC[5]=0).

The PCI 9054 Local Bus Latency Timer (MARBR[7:0])
can be used to better utilize the Local Bus.

3.4.3.5 Direct Slave PCI-to-Local
Address Mapping

Note: Not applicable in [:O mode.

Three Local Address spaces—Space 0, Space 1, and
Expansion ROM—are accessible from the PCI Bus.
Each is defined by a set of three registers:

Local Address Range (LASORR, LAS1RR,
and/or EROMRR)

Local Base Address (LASOBA, LAS1BA,
and/or EROMBA)

PCI Base Address (PCIBAR2, PCIBARS,
and/or PCIERBAR)

A fourth register, the Bus Region Descriptor register for
PCI-to-Local Accesses (LBRDO and/or LBRD1), defines
the Local Bus characteristics for the Direct Slave regions
(refer to Figure 3-9).

Each PCI-to-Local Address space is defined as part of
reset initialization, as described in Section 3.4.3.5.1.

These Local Bus characteristics can be modified at any
time before actual data transactions.

3.4.3.5.1 Direct Slave Local
Bus Initialization

Range—Specifies which PCI Address bits to use for
decoding a PCI access to Local Bus space. Each bit
corresponds to a PCI Address bit. Bit 31 corresponds to
address bit 31. Write 1 to all bits that must be included in
decode and 0 to all others.

Remap PCI-to-Local Addresses into a Local Address
Space—Bits in this register remap (replace) the PCI
Address bits used in decode as the Local Address bits.

Local Bus Region Descriptor—Specifies the Local Bus
characteristics.

3.4.3.5.2 Direct Slave PCI Initialization

After a PCI reset, the software determines how much
address space is required by writing all ones (1) to a PCI
Base Address register and then reading back the value.
The PCI 9054 returns zeroes (0) in the Dont Care
Address bits, effectively specifying the address space
required. The PCI software then maps the Local Address
space into the PCl Address space by programming the
PCI Base Address register. (Refer to Figure 3-9.)
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PCIBus Local
Master Processor
1
_ Initialize Local
2 . Direct Access
Registers

Initialize PCI __ __ ‘ Range for PCl-to-Local Address Space 0 }4;
Base Address AN
Registers ® ‘ Local Base Address (Remap) for PCl-to-Local Address Space 0 ’47

‘ Bus Region Descriptors for PCl-to-Local Accesses ’47

‘ Range for PClto Local Expansion ROM H

‘ Local Base Address (Remap) for PCl-to-Local Expansion ROM ’47

‘ Bus Region Descriptors for PCl-to-Local Accesses \bi Local Bus

T Hardware
Characteristics
4>' PC|Base Address to Local Address Space 0 ‘
4’1 PC|Base Address to Local Expansion ROM ‘
3 4
PClBus ------- R - Local Bus

Access \‘ ' FIFOs ‘ ./ Access

32-Lword Deep Write
16-Lword Deep Read

PCIl Address
/7 Space
PCIl Base
Address

» Local
/ Memory
Local Base

Address

.

Figure 3-9. Direct Slave Access of the Local Bus
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3.4.3.5.3 Direct Slave Transfer Size

The TSIZ[0:1] pins correspond to the data-transfer size
on the Local Bus.

Table 3-3. Data Bus TSIZ[0:1] Contents for Write Cycles

Byte 0 1 0 0 oPo — — —
0 1 0 1 OP1 OP1 — —
0 1 1 0 oP2 — oP2 —
0 1 1 1 oP3 oP3 — oP3
Word 1 0 0 0 oPo OP1 — —
1 0 1 0 oP2 oP3 oP2 oP3
Lword 0 0 0 0 oPo oP1 oP2 oP3

Table 3-4. Data Bus TSIZ[0:1] Requirements for Read Cycles

Byte 0 1 0 0 OPO — — — OPO — OPO

0 1 0 1 — OP1 — — — OP1 OP1

0 1 1 0 — — oP2 — oP2 — oP2

0 1 1 1 — — — OP3 — OP3 OP3

Word 1 0 0 0 OPO OP1 — — OPO OP1 OPO
1 0 1 0 — — oP2 OP3 oP2 OP3 oP2

Lword 0 0 0 0 QOPO OP1 oP2 OP3 OPO OP1 OPO
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3.4.3.5.3.1 Direct Slave Example

A 1MB Local Address Space, 12300000h through
123FFFFFh, is accessible from the PCl Bus at
PCI addresses 78900000h through 789FFFFFh.

a. Local initialization software sets the Range and
Local Base Address registers as follows:

¢ Range—FFF00000h (1 MB, decode the upper
12 PCI Address bits)

e Local Base Address (remap)—123XXXXXh,
(Local Base Address for PCI-to-Local accesses)
[Space Enable bit(s) must be set to be
recognized by the PCI Host (LASOBA[0]=1,
LAS1BA[0]=1)]

b. PCI Initialization software writes all ones to the
PCI Base Address, then reads it back again.

e The PCI 9054 returns a value of FFF00000h.
The PCI software then writes to the PCI Base
Address register(s).

¢ PCI Base Address—789XXXXXh (PCI Base
Address for Access to the Local Address Space
registers, PCIBAR2 and PCIBARS).

For a PCI Direct access to the Local Bus, the PCl 9054
has a 32-Lword (128-byte) Write FIFO and a 16-Lword
(64-byte) Read FIFO. The FIFOs enable the Local Bus
to operate independent of the PCl Bus. The PCI 9054
can be programmed to return a Retry response or to
throttle TRDY# for any PCI Bus transaction attempting to
write to the PCl 9054 Local Bus when the FIFO is full.

For PCl Read transactions from the Local Bus, the
PCI 9054 holds off TRDY# while gathering data from the
Local Bus. For Read accesses mapped to PCI Memory
space, the PCl 9054 prefetches up to 16 Lwords (has
Continuous Prefetch mode) from the Local Bus. Unused
Read data is flushed from the FIFO. For Read accesses
mapped to PCIl I/O space, the PCI 9054 does not
prefetch Read data. Rather, it breaks each read of a
Burst cycle into a Single Address/Data cycle on the
Local Bus.

The PCI Target Retry Delay Clocks bits (LBRD0[31:28])
can be used to program the period of time in which the
PCI 9054 holds off TRDY#. The PCl 9054 issues a Retry
to the PClI Bus Transaction Master when the
programmed time period expires. This occurs when the
PCI 9054 cannot gain control of the Local Bus and return
TRDY# within the programmed time petiod.

3.4.3.6 Direct Slave Priority

Direct Slave accesses have a higher priority than DMA
accesses, thereby preempting DMA transfers. During a
DMA transfer, if the PCI 9054 detects a pending Direct
Slave access, it releases the Local Bus within two Data
transfers. The PCI 9054 resumes operation after the
Direct Slave access completes.

When the PCI 9054 DMA controller owns the Local Bus,
its BR# output and BG# input are asserted. When a
Direct Slave access occurs, the PCI 9054 releases the
Local Bus within two Lword transfers by de-asserting
BB# and floating the Local Bus outputs. After the
PCIl 9054 acknowledges that BG# is de-asserted, it
requests the Local Bus for a Direct Slave transfer by
asserting BR#. When the PCIl 9054 receives BG#, it
drives the bus and performs the Direct Slave transfer.
Upon completing a Direct Slave transfer, the PCl 9054
releases the Local Bus by de-asserting BB# and floating
the Local Bus outputs. After the PCI 9054 acknowledges
that BG# is de-asserted and the Local Bus Pause Timer
is set to zero, it requests a DMA transfer from the Local
Bus by re-asserting BR#. When it receives BG#, it drives
the bus and continues the DMA transfer.

3.4.4 Deadlock Conditions

Deadlock can occur when a PCl Bus Master must
access the PCI 9054 Local Bus at the same time a
Master on the PCIl 9054 Local Bus must access the
PCI Bus.

There are two types of deadlock:

e Partial Deadlock—A Local Bus Master is
performing a Direct Bus Master access to a PCI Bus
device other than the PCI Bus device concurrently
trying to access the Local Bus

¢ Full Deadlock—A Local Bus Master is performing
a Direct Bus Master access to the same PCI Bus
device concurrently trying to access the Local Bus

This applies only to Direct Master and Direct Slave
accesses through the PCIl 9054. Deadlock does not
occur in transfers through the PCl 9054 DMA channels
or the PCI 9054 internal registers (such as mailboxes).

For partial deadlock, the PCIl access to the Local Bus
times out (the PCI Target Retry Delay Clock
(LBRDO[31:28]), which is programmable through the
Local Bus Region Descriptor register) and the PCI 9054
responds with a PCl Retry. The PCI Specification
requires that a PCI Master release its request for the PCI
Bus (de-assert REQ#) for a minimum of two PCI clocks
after receiving a Retry. This allows the PCI Bus arbiter
to grant the PCl Bus to the PCI 9054 so that it can
complete its Direct Master access and free up the
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Local Bus. Possible solutions are described in the
following sections for cases in which the PCI Bus arbiter
does not function as described (PCI Bus architecture
dependent), waiting for a time out is undesirable, or a full
deadlock condition exists.

For full deadlock, the only solution is to back off the
Local Bus Master.

3.4.41 Backoff

The PCI 9054 Local RETRY# signal indicates whether a
possible deadlock condition exists. The PCIl 9054 starts
the Backoff timer (programmable through registers)
when it detects one of the following conditions:

¢ A PCI Bus Master is attempting to access memory
or an I/O device on the Local Bus and is not gaining
access (for example, BG# is not received).

¢ A Local Bus Master is performing a Direct Bus
Master Read access to the PCI Bus. Or, a Local Bus
Master is performing a Direct Bus Master Write
access to the PCI Bus and the PCI 9054 Direct
Master Write FIFO cannot accept another
Write cycle.

If the Local Bus Backoff Enable bit is enabled
(EROMBA[4]=1) and expires and the PCIl 9054 has not
received BG#, the PCl 9054 asserts RETRY#. External
bus logic can use this signal to perform backoff.

The Backoff cycle is device/bus architecture dependent.
The external logic (arbiter) can assert the necessary
signals to cause the Local Bus Master to release the
Local Bus (backoff). After the Local Bus Master
backs off, it can grant the bus to the PCI 9054 by
asserting BG#.

Once RETRY# is asserted, TA# for current Data cycle is
never asserted (the Local Bus Master must perform a
backoff). When the PCI 9054 detects BG#, it proceeds
with the PCl Master-to-Local-Bus access. When this
access completes and the PCl 9054 releases the Local
Bus, external logic can then release the backoff and the
Local Bus Master can resume the cycle interrupted by
the Backoff cycle. The PCI 9054 Write FIFO retains all
data acknowledged (that is, last data for which TA#
was asserted).

After the backoff condition ends, the Local Bus Master
restarts the last cycle with TS#. For writes, data following
TS# should be the data the PCI9054 did not
acknowledge prior to the Backoff cycle (for example, the
last data for which TA# is not asserted).

All PCI Read cycles completed before the Local Bus was
backed off remain in the Direct Master Read FIFO.
Therefore, if the Local Bus Master returns with the same
last cycle, the cycle is acknowledged with the data
currently in the FIFO (the FIFO data is not read twice).
A new PCI read is performed if the resumed Local Bus
cycle is not the same as the Backed Off cycle.

3.4.4.11 Software/Hardware Solution for
Systems without Backoff Capability

For adapters that do not support backoff, a possible
deadlock solution is as follows.

PCI Host software, external Local Bus hardware, general
purpose output USERo and general purpose input
USERI can be used by the PCI Host software to prevent
deadlock. USERo can be asserted to request that the
external arbiter not grant the bus to any Local Bus
Master except the PCI9054. Status output from the
Local arbiter can be connected to the general purpose
input USER. to indicate that no Local Bus Master owns
the Local Bus, or the PCl Host to determine that no
Local Bus Master that currently owns the Local Bus can
read input. The PCI Host can then perform Direct Slave
access. When the Host finishes, it de-asserts USERo.

3.4.4.1.2 Preempt Solution

For devices that support preempt, USERo can be used
to preempt the current Local Bus Master device. When
USERQo is asserted, the current Local Bus Master device
completes its current cycle and releases the Local Bus,
de-asserting BB#.

3.4.4.2 Software Solutions to Deadlock

Both PCI Host and Local Bus software can use a
combination of mailbox registers, doorbell registers,
interrupts, direct Local-to-PCl accesses and direct
PCI-to-Local accesses to avoid deadlock.
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3.5 M Mode DMA Operation

The PCI 9054 supports two independent DMA channels
capable of transferring data from the:

Local-to-PCl Bus
PCl-to-Local Bus

Each channel consists of a DMA and a dedicated,
bidirectional FIFO. Both channels support Block
transfers, and Scatter/Gather transfers, with or without
End of Transfer (EOT#). Only DMA Channel 0 supports
Demand mode DMA transfers. Master mode must be
enabled with the Master Enable bit (PCICR[2]) before
the PCI 9054 can become a PCI Bus Master. In addition,
both DMA channels can be programmed to

Operate in 8-, 16-, or 32-bit Local Bus width

e Use zero to 15 internal wait states (Local Bus)

e Enable/disable internal wait states (Local Bus)

Enable/disable Local Bus Burst capability

Limit Local Bus bursts to four (BTERM#
enable/disable)

Hold Local address constant (Local Target is FIFO)
or increment

Perform PCI Memory Write and Invalidate
(command code = Fh) or normal PCI Memory Write
(command code = 7h)

Pause Local transfer with/without BLAST#
(DMA Fast/Slow termination)

Assert PCl interrupt (INTA#) or Local interrupt
(LINT#) when DMA transfer is complete or Terminal
Count is reached during Scatter/Gather DMA mode
transfers

Operate in DMA Clear Count mode (only if the
descriptor is in Local memory)

The PCI 9054 also supports PCI Dual Address with the
upper 32-bit registers (DMADACO and DMADACH1).

The Local Bus Latency Timer determines the number of
Local clocks the PCI 9054 can burst data before
relinquishing the Local Bus. The Local Pause Timer sets
how soon the DMA channel can request the Local Bus.

3.5.1 DMA PCI Dual Address Cycle

The PCI 9054 supports PCI Dual Address Cycle (DAC)
when it is a PCl Bus Master using the DMDAC register
for Direct Master transactions. The DAC command is
used to transfer a 64-bit address to devices that support
64-bit addressing when the address is not in the low
4-GB Address space. The PCIl 9054 performs a DAC
within two PCI clock periods, where the first PCl address
is a Lo-Addr with the command (C/BE[3:0]#) “D” and the
second PCI address will be a Hi-Addr with the command
(C/BE[3:0]#) “6” or “7”, depending upon it being a PCI
Read or a PCl Write cycle. Whenever the DMDAC
register contains a value of 0x00000000, the PCI 9054
performs a Single Address Cycle (SAC) on the PCI Bus.
(Refer to Figure 3-10.)

3.5.2 Block DMA Mode

The Host processor or the Local processor sets the
Local and PCI starting addresses, transfer byte count,
and transfer direction. The Host or Local processor then
sets the DMA Start bit to initiate a transfer. The
PCl 9054 arbitrates the PCl and Local Buses and
transfers data. Once the transfer completes, the
PCI 9054 sets the Channel Done bit(s) (DMACSRO0[4]=1
and/or DMACSR1[4]=1) and, if enabled, asserts an
interrupt(s) (DMAMODEOQ[10] and/or DMAMODE1[10]) to
the Local processor or the PCl Host (programmabile).
The Channel Done bit(s) can be polled, instead of
interrupt generation, to indicate the DMA transfer status.

DMA registers are accessible from the PCl and Local
Buses (refer to Figure 3-10).

During DMA transfers, the PCI 9054 is a Master on both
the PCl and Local Buses. For simultaneous access,
Direct Slave or Direct Master has a higher priority
than DMA.
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Set DMA Mode
toBlock ~  -————----- -

PClHost

Memory

Set up Transfer
Parameters

Single Address—PCl Address Register
Dual Address—PCI| Addresses Register

| Local Address Register

Local

| Transfer Size (byte count) Register

‘ / Memory

Descriptor Pointer Register
(set direction only)

| Command/Status Register

Set Enable and

Go Bits in DMA
Command/Status Registers
(DMACSRO and DMACSR1)
to Initiate DMA Transfer

Figure 3-10. Block DMA Mode Initialization (Single Address or Dual Address PCI)

The PCI9054 releases the PCl Bus if one of
the following conditions occur (refer to Figure 3-11 and
Figure 3-12):

e Special cycle Bl# input is asserted

e Direct Slave request is pending

e FIFO is full (PCI-to-Local Bus) N omaser = owaser A
X /\(DMALADFH & DMASIZ1) (DMALADRT & DMASIZ1)/\
¢ FIFO is empty (Local-to-PCl Bus) <——
REQ#
e Terminal count is reached <F
e PCI Bus Latency Timer expires (PCILTR[7:0])— FRAME#, C/BE#,
normally programmed by the Host PCI BIOS—and . AD (addr) -
PCl GNT# de-asserts 2 RO Y2 3
e PCIl Host asserts STOP# 4 DEVSEL#, TRDY#, - §
AD (data)
The PCI 9054 releases the Local Bus if one of the ?
following conditions occurs: <—
BB#, LA, TS#,
e FIFO is empty (PClI-to-Local Bus) RD/WR# BURSTS
¢ FIFO is full (Local-to-PCl Bus) \V
e Terminal count is reached
e Local Bus Latency Timer is enabled and expires Figure 3-11. DMA, PCl-to-Local Bus
(MARBR[7:0])
Version 1.0
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Slave Master Master Slave
DMA Start DMA Start
(DMALADR1 & DMASIZ MALADR1 & DMASIZ1)
: BR#
BG# :
B#, LA, TS#, RD/WR#
@ LD, TA# : )
@ < |=
S REQ# §
GNT# —~
IRDY#
DEVSEL#, TRDY#|
AD (addr & data)
Figure 3-12. DMA, Local-to-PCI Bus
Note: The figures represent a sequence of Bus cycles.

During DMA transactions, users have the option of using
the Burst Forever BTERM# Input Enable bit(s)
(DMAMODEQ[7] and/or DMAMODE1[7]) if the External
Memory Controller is provided. Used in conjunction with
the Fast/Slow Terminate Mode Select bit(s)
(DMAMODEOQ[15] and/or DMAMODE1[15]).

(MPC850 or MPC860
compatible).

Table 3-6. Normal DMA with EOT Function

BTERM# Fast/Slow PCI1:9054 BDIP# Output
Enable Bit(s) Terminate Mode
Select Bit(s)

Enabled (1) Disabled (1) BDIP# is not asserted.
Immediate transfer

Enabled (1) Enabled (0) terminated by EOT#.

Disabled (0) Disabled (1)

Disabled (0) Enabled (0) BDIP# is asserted by the

PCI 9054.
Transfers up to the nearest
16-byte boundary,
then terminates
(MPC850 or MPC860
compatible).

Note: If the Burst Enable bit is set to 0, the PCI 9054 performs
Single-Cycle transfers on the Local Bus.

3.5.2.1 Block DMA PCI Dual
Address Cycle

The PCI 9054 supports the DAC feature in Block DMA
mode. Whenever the DMADACO or DMADACT registers
contain a value of 0x00000000, the PCI 9054 performs a
Single Address Cycle (SAC) on the PCI Bus. Any other
value causes a Dual Address to appear on the PCl Bus.

Table 3-5. DMA .
(Refer to Figure 3-13.)
BTERM# Fast/Slow PCI1 9054 BDIP# Output
Input Enable Terminate Mode
Bit(s) Select Bit(s)
Enabled (1) Disabled (1) BDIP# is not asserted.
Burst forever or until Bl#
Enabled (1) Enabled (0) asserts for one CLK cycle.
Disabled (0) Disabled (1) BDIP# is not asserted.
Burst forever.
Disabled (0) Enabled (0) BDIP# is asserted by the
PCI 9054.
Burst up to 16 bytes
On= 100Nz 200ns 300n= 400n= 200ns
[ [ LU R B | | | [ . I | [ |
CLK 1 1 1 . B ]
FRAME # o Z
AD[31:0]  ———{zhad FM;ir DATA1 DA'i'A¢
C/BE[30]# ——Dual iebus CWD C/BER 0¥ )
Figure 3-13. Dual Address Timing
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3.5.3 Scatter/Gather DMA Mode

In Scatter/Gather DMA mode, the Host processor or
Local processor sets up descriptor blocks in Local or
Host memory composed of PCl and Local addresses,
transfer count, transfer direction, and address of next
descriptor block (refer to Figure 3-14 and Figure 3-15).
The Host or Local processor then

e Enables the Scatter/Gather mode bit(s)
(DMAMODEQ[9]=1 and/or DMAMODE1[9]=1)

e Sets up the address of initial descriptor block in the
PCI 9054 Descriptor Pointer register(s) (DMADPRO
and/or DMADPR1)

e Initiates the transfer by setting a control bit(s)
(DMACSRO0I[1:0] and/or DMACSR1[1:0])

The PCI 9054 loads the first descriptor block and
initiates the Data transfer. The PCl 9054 continues to
load descriptor blocks and transfer data until it detects
the End of Chain bit(s) (DMADPRO[1] and/or
DMADPRI1[1]) is set (these bits are part of each
descriptor). When the End of Chain bit(s) is detected, the
PCI 9054 completes the current descriptor block and
sets the DMA Done bit(s) (DMACSRO0[4] and/or
DMACSRI1[4]). If the End of Chain bit(s) are detected,
the PCI 9054 asserts a PCI interrupt (INTA#) and/or
Local interrupt (LINT#).

The PCI 9054 can also be programmed to assert PCI or
Local interrupts after each descriptor is loaded, then
finish transferring.

If Scatter/Gather descriptors are in Local memory, the
DMA controller can be programmed to clear the transfer
size at completion of each DMA, using the DMA

Clear Count Mode bit(s) (DMAMODEOQ[16] and/or
DMAMODE1[16]).
Notes: In Scatter/Gather DMA mode, the descriptor includes the

PCl and Local Address Space, transfer size, and next descriptor
pointer. It also includes a DAC value if DMADPRO[18] and/or
DMAMODE1[18] is enabled. Otherwise, the register value is used. The
Descriptor Pointer register(s) (DMADPRO and/or DMADPR1) contains
end of chain (bit 1), direction of transfer (bit 3), next descriptor address
(bits [31:4]), interrupt after terminal count (bit 2), and next descriptor
location (bit 0) bits.

The Local Bus width must be the same as Local memory bus width.

A DMA descriptor can be on the Local memory or the PCI memory, or
both (for example, one descriptor on Local memory, another descriptor
on PCI memory and vice-versa).

PClBus

PCI 9054 initiates read
from PCI Bus <:
PCI 9054 initiates read

from PC| Bus <:

PCI 9054 initiates read

from PCI Bus <:
PC1 9054 initiates read
from PCI Bus <:

Local Bus

Set up Scatter/Gather
DMA for PCl-to-Local

PCI1 9054 retrieves
Scatter/Gather data
from Local memory

PC19054 writes data

: to Local Bus

PC19054 writes data

:> to Local Bus

PC1 9054 retrieves
Scatter/Gather data
from Local memory

:> PC1 9054 writes data

to Local Bus

2 PCI1 9054 writes data
to Local Bus

Read and Write cycles continue...

Figure 3-14. Scatter/Gather DMA Mode from
PCl-to-Local Bus (Control Access from the

Local Bus)
Note:

PCl Bus

Set up Scatter/Gather
DMATor Localoopa1 )
PCl 8054 retrieves

Scatter/Gather data
from PCl memory

PC1 9054 writes data
to PCI Bus

PC1 9054 writes data
to PCI Bus

PCl 9054 retrieves
Scatter/Gather data <:
from PCl memory

PC19054 writes data
to PCI Bus

PC19054 writes data
to PCI Bus

—>
—>
—
—>

The figure represents a sequernce of Bus cycles.

Local Bus

PCl 9054 initiates read
from Local Bus

PC1 9054 initiates read
from Local Bus

PCl 9054 initiates read
from Local Bus

PCI 9054 initiates read
from Local Bus

Read and Write cycles continue...

Figure 3-15. Scatter/Gather DMA Mode from
Local-to-PCI Bus (Control Access from the PCI Bus)

Note:

The figure represents a sequence of Bus cycles.
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3.5.3.1 Scatter/Gather DMA PCI Dual
Address Cycle

The PCI9054 supports the DAC feature in
Scatter/Gather DMA mode for Data transfers only. The
descriptor blocks should reside below the 4-GB Address
space. The PCI 9054 offers three different options of
how PCI DAC Scatter/Gather DMA is utilized. Assuming
the descriptor blocks are located on the PCI Bus:

e DMADACO and/or DMADAC1 contain(s) a nhon-zero
value. DMAMODEDOQ[18] and/or DMAMODE1[18] is
set to 0. The PCI 9054 performs a Single Address
Cycle (SAC) four-Lword descriptor block load from
PCIl memory and DMA transfer with DAC on the
PCI Bus. (Refer to Figure 3-16.)

e DMADACO and/or DMADAC1 contain(s) an
0x00000000 value. DMAMODEO[ 18] and/or
DMAMODE1[18] is set to 1. The PCI 9054 performs
a SAC five-Lword descriptor block load from PCI
memory and DMA transfer with DAC on the PCI
Bus. (Refer to Figure 3-17.)

e DMADACO and/or DMADAC1 contain(s) a hon-zero
value. DMAMODEO[18] and/or DMAMODE1[18] is
set to 1. The PCI 9054 performs a SAC five-Lword
descriptor block load from PCI memory and
DMA transfer with DAC on the PCI Bus. The fifth
descriptor overwrites the value of the DMADACO
and/or DMADACH1 registetr. (Refer to Figure 3-17.)

3.5.3.2 DMA Clear Count Mode

The PCI 9054 supports DMA Clear Count mode (Write-
Back feature, DMAMODEOQ[16] and DMAMODE1[16]).
This feature allows users to control the data transfer
blocks during Scatter/Gather DMA operations. The
PCI 9054 clears the Transfer Size descriptor to zero by
writing to a descriptor-memory location at the end of
each transfer chain. This feature works only if DMA
descriptors are on the Local Bus.

3.5.4 DMA Memory Write and Invalidate

The PCI 9054 can be programmed to perform Memory
Write and Invalidate cycles to the PCl Bus for DMA
transfers, as well as Direct Master transfers (refer to
Section 3.4.1.10). The PCI 9054 supports Memory Write
and Invalidate transfers for cache line sizes of 8 or 16
Lwords. Size is specified in the System Cache Line Size
bits (PCICLSR[7:0]). If a size other than 8 or 16 is
specified, the PCl 9054 performs Write transfers rather
than Memory Write and Invalidate transfers.

DMA Memory Write and Invalidate transfers are enabled
when the DMA controller Memory Write and Invalidate
Enable bit(s) (DMAMODEOQ[13] and/or DMAMODE1[13])

and the Memory Write and Invalidate Enable bit
(PCICRJ4]) are set.

In Memory Write and Invalidate mode, the PCl 9054
waits until the number of Lwords required for specified
cache line size are read from the Local Bus before
starting the PCI access. This ensures a complete cache
line write can complete in one PCIl Bus ownership. If a
Target disconnects before a cache line completes, the
PCI 9054 completes the remainder of that cache line,
using normal writes before resuming Memory Write and
Invalidate transfers. If a Memory Write and Invalidate
cycle is in progress, the PCl 9054 continues to burst if
another cache line is read from the Local Bus before the
cycle completes. Otherwise, the PCI 9054 terminates the
burst and waits for the next cache line to be read from
the Local Bus. If the final transfer is not a complete
cache line, the PCI 9054 completes the DMA transfer,
using normal writes.

3.5.4.1 DMA Abort

DMA transfers can be aborted, in addition to the EOT#
signal, as follows:

1. Set the Channel Enable bit(s)
(DMACSRO[0]=1 and/or DMACSR1[0]=1).

2. Set the Channel Start bit(s)
(DMACSRO0[1]=1 and/or DMACSR1[1]=1).

3. Clear the DMA Channel Enable bit(s)
(DMACSRO0[0]=0 and/or DMACSR1[0]=0).

4. Abort DMA by setting the Channel Abort bit(s)
(DMACSRO0[2]=1 and/or DMACSR1[2]=1).

5. Wait until the Channel Done bit(s) is set
(DMACSRO0[4]=1 and/or DMACSR1[4]=1).

Note: One to two Data transfers occur after the Abort bit is set.

Aborting when no DMA cycles are in progress causes the next DMA
to abort.

3.5.5 DMA Priority

The DMA Channel Priority bit (MARBR[20:19]) can be
used to specify the following priorities:

¢ Rotating (MARBR[20:19]=00)
e DMA Channel 0 (MARBR[20:19]=01)
e DMA Channel 1 (MARBR[20:19]=10)
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3.5.6 DMA Channel 0/1 Interrupts

A DMA channel can assert a PCl Bus or Local Bus
interrupt when done (transfer complete) or after a
transfer is complete for the current descriptor in
Scatter/Gather DMA mode. The DMA Channel Interrupt
Select bit(s) determine whether to assert a PCI
(DMAMODEQ[17]=1 and/or DMAMODE1[17]=1) or Local
(DMAMODEOQ[17]=0 and/or DMAMODE1[17]=0)
interrupt. The Local or PCI processor can read the DMA
Channel 0 Interrupt Active bits to determine whether a
DMA Channel 0 (INTCSR[21]) or DMA Channel 1
(INTCSRJ[22)) interrupt is pending.

The Channel Done bit(s) (DMACSRO0[4] and/or
DMACSRI1[4]) can be used to determine whether an
interrupt is:

e DMA Done interrupt
e Transfer complete for current descriptor interrupt

The Done Interrupt Enable bit(s) (DMAMODEOQ[10]
and/or DMAMODE1[10]) enable a Done interrupt. In
Scatter/Gather DMA mode, a bit in the Next Descriptor
Pointer register of the channel (loaded from Local
memory) specifies whether to assert an interrupt at the
end of the transfer for the current descriptor.

A DMA Channel interrupt is cleared by the Channel
Clear Interrupt bit(s) (DMACSRO[3]=1 and/or
DMACSR1[3]=1).

3.5.7 DMA Data Transfers
The PCI 9054 DMA controller can be programmed to

transfer data from the Local Bus to the PCI Bus or from
the PCI Bus to the Local Bus.
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Set DMA Mode
to Scatter/Gather =~~~ 77"~ N

‘ Mode Register

Set up First Descriptor
Pointer Register

(Required only for the
first Descriptor Pointer)

a

‘ Memory Descriptor Block(s)

‘ Command/Status Register

Set Enable and ‘
Go Bits in DMA T
Command/Status Register
(DMACSRO0 and DMACSR1)

to Initiate DMA Transfer

Local or

@ / Host Memory
|
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PCI
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“
End of Chain --~

Specification Bit

Local
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Figure 3-16. Scatter/Gather DMA Mode Descriptor Initialization [PCI SAC/DAC PCI Address

(DMADACO0, DMADACT1) Register Dependent]

©

Figure 3-17. Scatter/Gather DMA Mode Descriptor Initialization [DAC PCI Address
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Pointer Register

(Required only for the
first Descriptor Pointer)
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1
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3.5.7.1 Local-to-PCIl Bus DMA Transfer

PCI Interrupt Generation
(Programmable)

® Done

Local Interrupt Generation
(Programmable)

<4 » ® Done
Unload FIFO with Load FIFO with
PCI Bus FIFO Local Bus
Write Cycles Read Cycles
4
PCIBus Local Bus o
PCI Bus Arbitration: Arbitration Arbitration Local Bus Arbitration:
® Releases control of PC| Bus ‘ ® Releases conirol of Locql Bus whepever
whenever FIFO becomes emply FIFO becomes full, terminal count is reached,
PCI Bus Latency Timer expires ’ Locql Bus Latency Timer is enableq and e)gpires,
and PCI GNT# de-asseris, PCI or Direct PCl-to-Local Bus request is pending.
Disconnect is received, or Diri
Léi(;T,lo,e;Cl|sszerL§uésol is ngﬁlding e Rearbitrates for control of Local Bus
' when preprogrammed number of empty
® Rearbitrates for control of PCI Bus GNT# REQ# BG# BR#, BB# entries in FIFO becomes available. If Local
when preprogrammed number of Bus Latency Timer is enabled and expires,
entries in FIFO becomes available, waits until Local Bus Pause Timer expires.
or after two PCI clocks if disconnect
is received.
Figure 3-18. Local-to-PCI Bus DMA Data Transfer Operation
3.5.7.2 PCIl-to-Local Bus DMA Transfer
PCl Interrupt Generation Local Interrupt Generation
(Programmable) ________ - . (Programmable)
® Done < - - > ® Done
Load FIFO with Unload FIFO with
PCl Bus FIFO Local Bus
Read Cycles Write Cycles
»
PC Bus Local Bus
PCI Bus Arbitration: Arbitration Arbitration Local Bus Arbitration:
® Releases control of PCI Bus whenever ) R ) o Eli%a;es control of :_O(i_a|B?JEthnteV9f
FIFO becomes full, terminal count is ! ecomes empty, Local bus Laiency
reached, PCI Latency Timer expires and Timeris enabled and expires, or Direct
PCI GNT# de-asserts, PCI Disconnect is received, PCl-to-Local Bus request is pending.
or Direct Local-to-PCI Bus request is pending. e Rearbitrates for control of Local Bus when
® Rearbitrates for control of PC1 Bus when GNT# REQ# BG# BR# BB# preprogrammed number of entries

preprogrammed number of empty entries
in FIFO becomes available, or after two
PCl clocks if disconnect is received.

Figure 3-19. PCI-to-Local Bus DMA Data Transfer Operation

becomes available in FIFO or PCI
terminal count is reached. If Local Bus
Latency Timer is enabled and expires,
waits until Local Bus Pause Timer expires.
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3.5.7.3 DMA Local Bus Error Condition

The PCI 9054 supports Local Bus error conditions with
the TEA# signal. TEA# may be asserted by a device on
the Local Bus, either before or simultaneously with TA#.
In either case, the PCIl 9054 attempts to finish the
current transaction by transferring data and then
asserting TS# for every address that follows, waiting for
another TA# or TEA# to be issued to flush the FIFOs.
After sensing TEA# is asserted, the PCIl 9054 asserts
PClI SERR# and sets the Signaled System Error bit
(PCISR][14], indicating a catastrophic error occurred on
the Local Bus. SERR# may be masked by resetting the
TEA# Input Interrupt Mask bit (LMISC[5]=0).

The PCI 9054 Local Bus Latency Timer (MARBR][7:0]),
as well as the Local Bus Pause Timer (MARBR[15:8]),
can be used to better utilize the Local Bus.

3.5.7.4

For unaligned Local-to-PCl transfers, the PCIl 9054
reads a partial Lword from the Local Bus. It continues to
perform a Single-Cycle read (Lwords) from the Local
Bus until the nearest 16-byte boundary. If the Burst
Mode bit is enabled, the PCl 9054 bursts thereafter.
Lwords are assembled, aligned to the PCI Bus address,
and loaded into the FIFO until the nearest 16-byte
boundary.

DMA Unaligned Transfers

For PCl-to-Local transfers, Lwords are read from the
PCI Bus and loaded into the FIFO. On the Local Bus,
Lwords are assembled from the FIFO, aligned to the
Local Bus address and single-cycle written to the Local
Bus until the nearest 16-byte boundary. If burst
functionality is enabled, the PCl 9054 bursts thereafter.

3.5.8 Demand Mode DMA, Channel 0

The Fast/Slow Terminate Mode Select bit(s)
(DMAMODEQ[15] and/or DMAMODE1[15]) determines
the number of Lwords to transfer after the DMA
controller DREQO# input is de-asserted.

If BDIP# output is not required to be de-asserted before
the last Lword of a DMA transfer (bit [15]=1), the DMA
controller releases the data bus after it receives an
external TA# or the internal wait state counter
decrements to 0 for the current Lword. If the DMA
controller is currently bursting data, which is not the last
Data phase for the burst, BDIP# is not asserted before
the last Lword of the DMA transfer.

If BDIP# output must be de-asserted before the last
Lword of the DMA transfer (bit [15]=0), the DMA
controller continues transferring data up to the nearest
16-byte boundary. If DREQO# is de-asserted during the
Address phase of the first transfer in PCI 9054 Local Bus
ownership (TS#, BG# asserted), the DMA controller
completes a 16-byte transfer. If DREQO# is de-asserted
during a Data-Transfer phase, one Lword before the last
16-byte transfer, the PCl 9054 finishes the transfer and
performs an additional 16-byte transfer to satisfy BDIP#
de-assertion protocol. (Refer to Table 3-7.)

Table 3-7. Demand Mode DMA, Channel 0

BTERM# Fast/Slow PCI1 9054 BDIP# Output
Input Enable Terminate Mode
Bit(s) Select Bit(s)
Enabled (1) Disabled (1) BDIP# is not asserted.
Immediate transfer
Enabled (1) Enabled (0) terminated by EOT#.
Disabled (0) Disabled (1)
Disabled (0) Enabled (0) BDIP# asserted by
the PCI 9054.
Transfers up to the nearest
16-byte boundary, then
terminates (MPC850 or
MPC860 compatible).

3.5.9 End of Transfer (EOT#) Input

The DMA EOT# Enable bit(s) (DMAMODEOQ[14] and
DMAMODE1[14]) determines the number of Lwords to
transfer after a DMA controller asserts EOT# input.
EOT# input should be asserted only when the PCI 9054
owns a bus. (Refer to Table 3-8.)

If BDIP# output is not required to be de-asserted before
the last Lword of the DMA transfer (DMAMODEOQ[15]=1
and/or DMAMODE1[15]=1), and the DMA EOT# Enable
bit(s) is set (DMAMODEDQ[14]=1 and/or
DMAMODE1[14]=1), the DMA controller releases the
data bus and terminates DMA after receiving an external
TA# signal. Or, the internal wait state counter
decrements to 0 for the current Lword when EOT#
is asserted.

If BDIP# output must be de-asserted before the last
Lword of the DMA transfer (DMAMODEOQ[15]=0 and/or
DMAMODE1[15]=0), the DMA controller transfers data
up to the nearest 16-byte boundary if EOT# is asserted
and ehabled (DMAMODEQ[14]=1 and/or
DMAMODE1[14]=1).

If EOT# is asserted during the Data-Transfer phase one
Lword before the last 16-byte transfer, the PCI 9054
completes the transfer and performs an additional
16-byte transfer to satisfy the BDIP# de-assertion
protocol.
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The DMA controller terminates a transfer on an Lword
boundary after EOT# is asserted. For an 8-bit bus, the
PCIl 9054 terminates after transferring the last byte for
the Lword. For a 16-bit bus, the PCIl 9054 terminates
after transferring the last word for the Lword. In
Single-Cycle mode (burst disabled), the transfer is
terminated at the four-Lword boundary.

During the descriptor loading on the Local Bus, assertion
of EQOT# causes a complete descriptor load and no
subsequent Data transfer; however, this is not
recommended. This has no effect when the descriptor is
loaded from the PCI Bus.

Table 3-8. Any DMA Transfer Channel 0/1 with
EOT Functionality

BTERM#
Enable Bit(s)

Fast/Slow
Terminate Mode
Select Bit(s)

PCI1 9054 BDIP# Output

Enabled (1) Disabled (1) BDIP# is not asserted.
Immediate transfer
Enabled (1) Enabled (0) terminated by EOT# or
Disabled (0) Disabled (1) paused by DREQ#.
Disabled (0) Enabled (0) BDIP# asserted by

the PCI 9054.
Transfers up to the nearest
16-byte boundary, then
terminates (MPC850 or
MPCB860 compatible).

3.5.10 DMA Arbitration

The PCI 9054 asserts BR# when it needs to be the Local
Bus Master. Upon receiving BG#, the PCI 9054 waits for
BB# to be de-asserted. The PCl 9054 then asserts BB#
at the next rising edge of the Local clock after
acknowledging BB# is de-asserted (no other device is
acting as Local Bus Master). The PCI 9054 continues to
assert BB# while acting as the Local Bus Master (that is,
it holds the bus until instructed to release BB#) under the
following conditions:

e |Local Bus Latency Timer is enabled and expires

(MARBR[7:0])
e Direct Slave access is pending

EOT# input is received (if enabled)

The DMA controller releases control of the PClI Bus
when one of the following conditions occurs:

FIFOs are full or empty

e PCI Bus Latency Timer expires

(PCILTR[7:0])—and loses the PClI GNT# signal

e Target disconnect response is received

The DMA controller de-asserts its PClI Bus request
(REQ#) for a minimum of two PCI clocks.

3.5.11 Local Bus Latency and
Pause Timers

The Local Bus Latency and Pause Timers are
programmable with the Mode/DMA Arbitration register
(MARBR[7:0, 15:8]). If the Local Bus Latency Timer is
enabled and expires (MARBR][7:0]), the PCI 9054
completes an Lword transfer up to the nearest 16-byte
boundary and releases the Local Bus, de-asserting BB#.
After the programmable Pause Timer expires
(MARBR[15:8]), it arbitrates for the bus by asserting
BR#. When it receives BG#, it asserts BB# and
continues to transfer until the FIFO is empty for a
Local-to-PCl transfer or full for a PCl-to-Local transfer.

The DMA transfer could be paused by writing a 0 to the
Channel Enable bit. To acknowledge the disable, the
PCI 9054 gets at least one data from the bus before it
stops. However, this is not recommended during a burst.

The DMA Local Bus Timer starts after the Local Bus is
granted to the PCI 9054 and the Local Pause Timer
starts after BB# is de-asserted.
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3.6 M Mode Timing Diagrams

Ons 250ns 500ns
[ | [ | I [ [ [ | [ |

BR# PCI 9054 requests Local BU\;/
BG# : g / ‘ E
e N ; = /\ S

: Othe:r Local Bus Master drives deal Bus

PCIl 9054 asséﬂs BB# to drives Local Busg
and de-asserts BB# to end cycle

Timing Diagram 3-1. Local Bus Arbitration (BR#, BG#, BB#, etc.)
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3.6.1 M Mode Direct Master

Ons 250ns 500ns
| | | | | | | | | | |

CK 1 MM MMM M N M I o rurorurenm
REQ# ‘ ; \

N

GNT# 3 \___/
FRAME# ‘ ‘ \_/
AD[31:0] A_X Do

C/BE[3:0]#

IRDY#

o_7/
DEVSEL# ‘ \__/
TRDY# ‘ \__/

LCLK

LA[0:31]

RD/WR# \ ‘ /

TSIZ[0:1] { 00 )

BURST#

TS# \ /
BDIP#

LD[0:31] 'CD

TA# \ /

Timing Diagram 3-2. Direct Master Single Write Cycle, Zero Wait States
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Ons 250ns 500ns
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Timing Diagram 3-3. Direct Master Single Read Cycle, One Wait State (WAIT# Asserted for One Clock)
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Ons 250ns 500ns
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Timing Diagram 3-4. Direct Master Burst Write Cycle of Four Lwords, Zero Wait States
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Timing Diagram 3-5. Direct Master Burst Read Cycle of Four Lwords, Zero Wait States
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Timing Diagram 3-6. Direct Master Deferred Read Mode (RETRY#)
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Timing Diagram 3-7. Direct Master Burst Read with Read Ahead Mode (Prefetch Counter Set to Eight Lwords)
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It takes a minimum of five clocks for the PCl 9054 to assert TA#

Timing Diagram 3-8. Local Configuration Write to Configuration Register

©PLX Technology, Inc., 1998

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003

Page 67

Version 1.0



Section 3

M Mode Functional Description

PCI 9054 Data Book
M Mode Timing Diagrams
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It takes a minimum of five clocks for the PCl 9054 to assert TA#

Timing Diagram 3-9. Local Configuration Read from Configuration Register
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Timing Diagram 3-10. Direct Master Burst Write of Six Lwords Beyond MPC860 Protocol
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Timing Diagram 3-11. Direct Master Burst Read of Six Lwords Beyond MPC860 Protocol
©PLX Technology, Inc., 1998 Page 70 Version 1.0

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003



Section 3 PCI 9054 Data Book
M Mode Functional Description M Mode Timing Diagrams

3.6.2 M Mode Direct Slave
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Timing Diagram 3-12. Direct Slave Single Write Cycle, Zero Wait States
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Timing Diagram 3-13. Direct Slave Single Write Cycle, One Wait State by Delaying TA#
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Timing Diagram 3-14. Local Bus Single Write Cycle, Zero Wait States, Burst Enabled, 16-Bit Local Bus
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Timing Diagram 3-15. Local Bus Single Write Cycle, One Wait State, Burst Disabled, 8-Bit Local Bus
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Timing Diagram 3-16. Direct Slave Single Read Cycle, Zero Wait States
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Timing Diagram 3-17. Direct Slave Single Read Cycle, One Wait State Using TA#
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Timing Diagram 3-18. Direct Slave Single Read Cycle, Zero Wait States, 16-Bit Bus
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Timing Diagram 3-19. Direct Slave Single Read Cycle, One Wait State, Burst Disabled, 8-Bit Local Bus
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Timing Diagram 3-20. Direct Slave Burst Write Cycle of Four Lwords, Bterm Disabled, Burst Enabled
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Timing Diagram 3-21. Direct Slave Burst Read Cycle of Four Lwords, Bterm Disabled, Burst Enabled
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Timing Diagram 3-22. Direct Slave Burst Write Cycle of Eight Lwords, Bterm Disabled, Burst Enabled
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Timing Diagram 3-23. Direct Slave Burst Read Cycle of Eight Lwords, Bterm Disabled, Burst Enabled
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Timing Diagram 3-24. Direct Slave Burst Write Cycle of 10 Lwords, Zero Wait States Beyond MPC860 Protocol,
Bterm Enabled, Burst Enabled
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Timing Diagram 3-25. Direct Slave Burst Read Cycle of 10 Lwords, Zero Wait States Beyond MPC860 Protocol,
Bterm Enabled, Burst Enabled
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Timing Diagram 3-26. Initialization from Serial EEPROM (2K)
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Timing Diagram 3-27. Initialization from Serial EEPROM (4K)
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Timing Diagram 3-28. PCI Configuration Write to PCI Configuration Register
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Timing Diagram 3-29. PCI Configuration Read to PCl Configuration Register
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Timing Diagram 3-30. PCI Memory Write to Local Configuration Register
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Timing Diagram 3-31. PCl Memory Read to Local Configuration Register
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Timing Diagram 3-32. Local Interrupt Asserting PCI Interrupt
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3.6.3 M Mode DMA
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Timing Diagram 3-33. Master Abort Condition During Direct Master Read Cycle Causes TEA#
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Timing Diagram 3-34. DMA PCI-to-Local, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords
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Timing Diagram 3-35. DMA Local-to-PCl, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords
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Example: Starting Local Address = 1008h, Starting PCI Address = 1000h

Timing Diagram 3-36. DMA Local-to-PCl, Address Unaligned, Bterm Disabled, Burst Enabled,
Transfer Size = Six Lwords
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Example: Starting PCI Address = 1003h, Starting Local Address = 1000h -

Timing Diagram 3-37. DMA PCI-to-Local, Address Unaligned, Bterm Disabled, Burst Enabled,
Transfer Size = Eight Lwords
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Timing Diagram 3-38. DMA Local-to-PCl, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts in the Middle of the Quad-Lword of Data
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Timing Diagram 3-39. DMA Local-to-PCl, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords,

EOT# Asserts at the Last Data of the First Quad-Lword
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Section 3 PCI 9054 Data Book
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Ons 250ns 500ns 750ns

FRAME# — N\ ' /-
AD[31:0]
C/BE[3:0}# —@(‘ _ 00, D
IRDY# — \_ '
DEVSEL# —\‘

TRDY# N\

RN

T i inigigigiginigigigigigiginigigigigigigigipgigigigigigiginigipin

BR# ‘ . \ /

BG# — ___/ .

BB# — ‘ ' ‘ \ ‘ /
LAJ0:31] ‘ - - ‘
RD/WR# — ‘ : —\ 3 /
TSIZ[0:1] ( 0 )
BURST# — ‘ , ‘ \ /

Ts# — 3 NI

BDIP# — ‘ ' : N /

LD[0:31] ‘ ﬁ DoX DX D2XDs
TA# — ‘ _ ‘ \ : /

EOT# ‘ ‘ ' ; N\

Timing Diagram 3-40. DMA PCI-to-Local, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts in the Middle of the First Quad-Lword of Data
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Section 3 PCI 9054 Data Book
M Mode Functional Description M Mode Timing Diagrams

Ons 250ns 500ns 750ns

REQ# —\ /
GNT# \ /" _
FRAME# — \__ . ' /-
AD[31:0]
C/BE[3:0}# —@(‘ _ 00, D
IRDY# — \_ ' /
DEVSEL# —\‘ ﬁ S/
TRDY# 3 \. ' /

BR# \ /
BG# ‘ _ ~\ / ‘ ‘
BB# — ‘ ' —\ ‘ ‘ /
LA[0:31] ‘ ‘ : ‘ a0 XarX az) 3 (_ns XasX As XA7
RD/WR# — ‘ : 3 \ : /
TSIZ[0:1] ( o0 X 00 D
BURST# — ‘ ‘ \ | S
Ts# — — |
BDIP# — ‘ ' ‘ /S N/
LD[0:31] ‘ :
TA# — ‘ _ ‘ \ : /\ /
EOT# ‘ ‘ ' ‘ —\_/ ‘

Timing Diagram 3-41. DMA PCI-to-Local, Bterm Disabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts at the Last Data of the First Quad-Lword
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Section 3 PCI 9054 Data Book
M Mode Functional Description M Mode Timing Diagrams

Ons 250ns 500ns 750ns

REQ# \. /
GNT# _ \ /

FRAME# ‘ : \ Vo
ADI310) ‘ : OXEXEXEX X -
C/BE[3:0}# 3 - (X 00 >
IRDY# ‘ : \ /~
DEVSEL# ‘ _ N\ / ‘
TRDY# 3 ) \ s

TS ipiplininipinigininigigipipinipipigiginipipipigipigininigiginlisl
BR# \ | / . . ‘ ‘ ‘
BG# —\_ ‘ _
BB# ~\_L ‘ ' 4

LAO3T] (i XX EXEXED)

RD/WR#

TSIZI0H] ————( 0o ' )
BURST# —\ ‘ ; /‘
Ts# 3 a Vs ‘
BDIP# ‘

LD[0:31] (oK D1X02 X023 XD
TA# \ /
EOT# ‘ ‘ N/

Timing Diagram 3-42. DMA Local-to-PCl, Bterm Enabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts at the End of the Third Local Data Beyond MPC860 Protocol
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Section 3 PCI 9054 Data Book
M Mode Functional Description M Mode Timing Diagrams

Ons 250ns 500ns 750ns

FRAME# — \__ . ' /-
AD[31:0] A X__Xbo Xpi X2 X3 Xp4 Xp5 XD6 XD7
C/BE[3:0}# —@(‘ _ D

IRDY# — \L '

DEVSEL# —  \
TRDY# N\

RN

BB# — ‘ ' ‘ \ ‘ /
LA[0:31] : - A0 XAt Az)
RD/WR# — ‘ : 3 \ ‘ /

TSIZ[0:1] ‘ : ( 0 )

BURST# ‘ , \ /
TS# — ‘ _ 3 \__/ ‘
BDIP# ‘ '
LD[0:31] - -
TA# — ‘ _ ‘ \ : /
EOT# ‘ ‘ ' ‘ —\__/

Timing Diagram 3-43. DMA PCI-to-Local, Bterm Enabled, Burst Enabled, Transfer Size = Eight Lwords,
EOT# Asserts at the End of the Third Local Data Beyond MPC860 Protocol
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Ons 250ns 500ns 750ns
[ I | | | I o | I o 1 |

Lol LML LML M L L mipigigigigigipigigipgigigigingininin
BR#_\‘ / ‘ ' : — \ L/

Local Bus Pause Timer expires, Resume DMA operation

BG# —  \___/ , ‘ . ‘ \‘ /

Kick off Local Bus Latency Timer

BB T 