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QR1001 QuickRing™ Enhanced Data Stream Controller

General Description

QuickRing technology is a point-to-point data transfer archi-
tecture designed to facilitate high speed data streams be-
tween devices, boards and systems. The QuickRing archi-
tecture can be applied both inside the chassis as well as
outside the chassis to increase data throughput. Each
QR1001 QuickRing Controller in a ring is capable of stream-
ing up to 280 MSamples per second on 6-bit links. This
device is intended for use in applications that handle high-
bandwidth data streams associated with graphics, com-
pressed and uncompressed video, disk arrays, high-speed
localized networks, multiprocessor systems, and peripherals
over cable. The QR1001 QuickRing Controller can be used
to augment the performance of traditional backplane buses
in personal computers, workstations, and high-end systems.
The QR1001 is useful for routing high-bandwidth streams in
systems that are larger or topologically more complex than
bus-based systems.

The QR1001 Enhanced QuickRing Controller is an upgrade
of the QRO001 features and performance. The devices are
pin compatible and the QR1001 can be configured to oper-
ate in QRO001 mode. The QR1001 and QRO001 can inter-
operate in the same ring.

Features

Low latency muiticast and broadcast (non-reservation)
User-controllable packet size

160-pin PQFP package

16 node single ring capability

Support for multi-ring topologies

Supports separate ring and client clock rates

Ring Interface

B Data capture up to 280 MSamples/s on 6-bit wide link

B 40 MHz maximum ring clock frequency

B Low Voltage Differential Signals (LVDS) used on ring

B Reservation-based protocol for directed transfers
(single target) to eliminate FIFO overflow

| Reservation protocol turned off during multicast

m Error detection detects 1- and 2-bit errors

Client Interface

B Type field increased to 3 bits for multicast and packet-
size control

B Up to 160 MBytes/s data rate at both Tx and Rx ports

m 32-bit transmit and receive data ports

m Readable internal diagnostic register
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1.0 Signal Description

Pin Name | 1/0 | No. Description

RESET | 1 RESET: Asserting this signal clears all registers and FIFOs. When this input is released, the operation
mode is determined and the initialization sequence begins.

ABORT (o] 1 | ABORT: When asserted, it indicates that a failure was detected on the ring. ABORT is negated by
asserting Reset or reading the diagnostic register, nibble Ah.

PIPE 1 1| PIPE: When PIPE is negated (non-pipelined timing), at the Client ports, both the symbol and type fields
correspond to each other during the same clock cycle. When PIPE is asserted (pipslined timing), the
timing of the type fisld leads by one clock at the receive port and trails by one clock at the transmit port.
(The type and symbuoi fields are pipelined.)

QR1001 o Extended Receive Early Type: After release of reset, this pin becomes the third bit in the early type

RXET[0] field.

NODEO | 1 Node0: When asserted, the controller is configured as having Node ID 0. Node 0 is responsible for
governing the initialization process in the ring.

QR1001 (¢] Extended Receive Type Fleld: In QR1001 operation mode, the function of this pin is the same as

RxTI0] NODEDO until the release of reset. This pin becomes the third receive port type bit. This gives 8 symbol
functions instead of 4. They are used to identify the multicast (broadcast) heads and explicit tail symbols.

RGCLK | 1 Ring Clock: This clock input is the time-base for the ring interface and chip core. When the CKSRC pin is
asserted, a ring clock input should be present. When CKSRC is negated, RGCLK should be tied to
ground.

CKSRC 1 1 | Clock Source: Designates the source of the ring clock. When asserted, RCGLK is the clock source and
4 1o 5 clock delays are added to every symbol passing through the Up Port (an elasticity buffer is
activated). Multiple nodes can have CKSRC asserted and be ring clock sources. {In 5 node rings and
larger, there should be a clock source at every node.) When this pin is negated, both ring and core clocks
are derived from the differential UpCLK.

QR1001 1 Extended Transmit Type Fleld: In QR1001 operation mode, the function of this pin is the same as

TxT{0] CKSRC until the release of reset. After release of reset, this pin becomes the third transmit port type bit.
This identifies the multicast (broadcast) head and the explicit tail symbol used to fix stream and packet
length on the client and ring ports.

CLKOUT (o] 1 Clock Qut: It CKSRC is asserted, then CLKOUT is derived from RGCLK. If CKSRC is negated, then
CLKOUT is derived from UpCLK.

UpCLK ) 2 | Upstream Clock: This LVDS input clock comes from the upstream node and drives the ring interface
and chip core when CKSRC is negated.

UpSS[5:0] | 12 | Upstream Sub-Symbol: These 6 LVDS inputs for the Ring interface receive the divided 42-bit symbol
from the downstream port of the previous node.

DnCLK (o] 2 | Downstream Clock: This LVDS output clock signal is derived from the clock that drives the Ring
interface. The transitions on the DnSS are source synchronous with transitions on the DnCLK signal.

DnSS[s:0] | © 12 | Downstream Sub-Symbol: These 6 LVDS outputs for the Ring interface drive the divided 42-bit symbol
for the upstream port of the next node.

TxCLK | 1 | Transmit Clock: On the Client interface, all transmit port signals are synchronous to the rising edge of
this clock

TxT[2:1] ! 2 | Transmit Type: On the Client interface, this field defines (as head, data, frame, tails or null) the contents
of the symbol on TxS:

In the previous clock cycle when PIPE is asserted, pipelined timing.
In the current clock cycle when PIPE is negated, non-plpelined (bridge) timing.
TxS[31:0] | 32 | Transmit Symbol: On the Client interface, these signals form the data bus of the transmit port.
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1.0 Signal Description (continued)
PinName | 1/0 | No. Description
TxOK o} 1 | Transmit Okay: On the Client interface, this is the transmit port status signal. It tells the client whether
or not another non-null symbol can be accepted. Loading of non-null symbols must cease within 20
symbols of the negation of TxOK. Transmission may not resume until TxOK is reasserted.
RxCLK i 1 Recelve Clock: On the Client interface, all receive port signals are synchronous to the rising edge of
this clock.
RxT[2:1) (o] 2 | Recelve Type: On the Client interface, this field defines (as head, data, frame, tails or null) the
contents of the symbol on RxS:
In the next clock cycle for when PIPE is asserted, pipelined timing.
In the current clock cycle when PIPE is negated, non-pipelined (bridge) timing.
RxS[31:0] o} 32 | Recelve Symbol: On the Client interface, these signals form the data bus of the receive port.
RxSTALL | 1 Recelve Stall: On the Client interface, when RXxSTALL is asserted:
When PIPE is asserted, pipelined timing: non-null RxS shall remain for the next clock cycle.
When PIPE is negated, non-pipelined timing: RxT will indicate a null for the next clock cycle and RxS
shalt remain.
RxOE ! 1 | Recelve Output Enable: On the Client interface, when asserted this signal enables outputs RxS([31:0].
When negated, the RxS are TRI-STATE®.
RxET[2:1] o] 2 } Receive Early Type: On the Client interface, this field identifies in advance whether the information
entering the Rx Port block is a head, data, frame, tail or null.
RxNBL (o] 4 | Receive Nibble: On the Client interface, it contains one of the 16 selectabie fields of two readable
[3:0] intemal registers (Diagnostics register, symbol on RxS output).
RxSEL | 4 | Receive Select: On the Client interface, selects one of the 16 fields appearing on the RxNBL, Codes
[3:0] from 0 to 7 select 4 bit fields at the current output driver of RxS, codes of 8 or above select internal
diagnostics status bits.
QR1001 Operation Mode Selection (Either QR0001 or 0R1001): The operation mode selection occurs on the
MODE(0] 1 release of reset. If MODEO and MODE1 are sampled low on the release of reset, the part will operate in
(RxSELI[0]) QR0001 mode. If MODEQ is high and MODEH1 is low, the part will operate in QR1001 Enhanced mode.
MODE[1] | The two other conditions are reserved for future use.
(RXSEL{1]) RxSEL3 RxSEL2 MODE1 MODEO Operation Mode
X X 0 1] QR0001
X X 0 1 QR1001 Enhanced QuickRing
X X 1 1 Reserved
X X 1 o] Reserved
Voo N/A'| 13 | PowerPin
GND N/A | 29 | Ground Pins
Note 1: Signal Name: The overline indicates that the signal is active low.
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Note: The following sections assume a 50 MHz ring clock.
The QR1001-33VUL and the QR1001-40VUL have maxi-
mum ring clocks of 33 MHz and 40 MHz respectively.

2.0 Basic Structure

The QuickRing Controller has two interfaces: the Ring Inter-
face and the Client Interface. Each interface has two ports
(see Figure 2-1). All ports on the QR1001 are unidirectional
so that incoming and outgoing data can be gqueued simulta-
neously.

The two Ring interface ports are:

(1) upstream port for arriving traffic,

(2) downstream port for departing traffic.

The Ring Interface forms the link to other nodes on the
point-to-point QuickRing architecture. QuickRing technology
connects multiple nodes by attaching the upstream port of
each node to the downstream port of another node. The
ring ports, upstream and downstream, are 6 bits wide plus a
clock. The ring interface is implemented using LVDS drivers
and receivers. The Ring interface signals are not accessible
from the board except through the controlier. The on board
logic connects to the QR1001 controller via the Client inter-
face.

The two Client interface ports are:

(1) the transmit port for locally generated symbol streams,
(2) the receive port for locally-absorbed symbol streams.

The transmit and receive ports have a 32-bit data path
which use TTL compatible 1/O0s. The Transmit (Tx) and Re-
ceive (Rx) ports each have a separate clock plus controt
signals for information flow. Also, some QR1001 internal
status bits can be read through the receive interface. All on
board circuitry interfaces to the Client transmit and receive
ports, never to the Ring ports.

QuickRing technology transmits data streams between
nodes on the ring. The goal of QuickRing technology is to
pipeline data streams and not just to facilitate memory ac-
cess. Imagine connecting two cards together via a FIFO
chip. One card can load data into its side of the FIFO, and
the other card can extract data from the other side of the
FIFO. QuickRing is logically equivalent to placing a large
FIFO between pairs of Quick-Ring nodes (see Figure 2-2).

QuickRing

\ﬂ Dobux —pL o

Up Dn
Port Port

FIFO FIFO

1

Receive Transmit
Port Port

Client Interface

TL/F/12048-5
FIGURE 2-1. The QuickRing Controller Has Four Ports

| m—
TL/F/12048-3
FIGURE 2-2. Logical Data Flow in Ring
(QuickRing Virtual FIFOs)

Figure 2-3 shows that data physically moves in a ring from
card to card, data traverses the ring until it amrives at the
final destination. Physical data fiow is unidirectional, and
propagates downstream between nearest neighbors.
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TL/F/12048-7
FIGURE 2-3. Physical Data Flow In QuickRing
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3.0 Client Interface

3.1 TYPE AND SYMBOL FIELDS AT THE CLIENT PORTS

The QuickRing client can multiplex multiple independent
data streams to and from the transmit (Tx) and receive (Rx)
ports of the controller. The symbol consists of the main data
fields, TxS[31:0) and RxS[31:0]. The type fields, TxT[2:0}
and RxT{2:0), identify the nature of the symbol field informa-
tion as: directed head, multicast head, data, data-tail, frame,
frame-tail or NoSymbol (see Table 3-1). The multicast head,
data-tail and frame-tail are not identified in the QR0001. A
third type bit has been added to the QR1001 to identify
these new symbol types. The addition of multicast allows
data to be sent from one source to muitiple target nodes.
Tail symbols mark the end of data streams in fixed length
packet or multicast mode.

The transmit port can be thought of as the input to a bank of
fast, deep FIFOs, connected to other nodes on the ring. The
receive port can be treated as the output of the bank of
FIFOs connected to other nodes on the ring. Figure 3-2

RECEIVE TRANSMIT

SYMBOL RxSTALL RxET

CLK TYPE RxOE TxOK TYPE SYMBOL CLK
JTawse TTL LT AT
RxCLK  RxS RxT T TxS  TxCLK

TL/F/12048-8

Figure 3.2: Client Ports of a QuickRIng Controller

3.2 CLIENT TRANSMIT PORT

Figure 3-3 shows the block diagram of the transmit port.
The transmit block of QR1001 is formed by: Tx Port, Tx
Resynchronizer, Tx Router, and 3 independent FIFOs. All of
these blocks form the transmit pipeline.

1) The Tx Port is the first stage into the transmit pipeline.
The Transmit port is a 4 deep pipeline.

2) The Tx Resynchronizer handles the frequency difference

illustrates the controller’s client interface.

TABLE 3-1. QR1001 Client Type Field Definitions
{TxT[2:0] and RxT[2:0])

Type Name Description
0 Directed | First symbol of a stream or packet,
Head specifying the path to a single
target. This stream is reservation
based.
1 Multi- First symbol of a packet destined
cast for one or more targets. This
Head stream does not use the
reservation based ring protocol.
Data 32-bit payload symbol is a Data.
Data-Tail | Data symbol which is the last
symbol in a fixed length and
multicast stream or packet.
4 Frame Specially marked 32-bit payload
symbol is a Frame.
5 Frame- Frame symbol which is the last
Tail symbol in a fixed length and
multicast stream or packet.
3 Reserved | Future use
NoSymbol | No associated symbol

QRO0001 Client Type Field Definitions
(TxT{2:1] and RxT[2:1])

Type | Name Description
0 Head | Associated symbol is a head symbol
1 Data Associated payload symbol is a data
2 Frame | Associated payload symbol is a frame
Null No symbol associated with this Type

between the Tx Port and the ring logic of the controller.
The Resynchronizer is a 32-deep asynchronous FIFO.

3) The Tx Router directs the streams to the appropriate

channel efficiently (described later).

4) FIFOs X and Y are meant for handiing one independent

high bandwidth stream each (gither directed or multi-
cast), and the LB (Low Bandwidth) FIFO is meant for low
bandwidth transmissions. The FIFOs contain the payload
(data or frame) part of the client stream. (The Head infor-
mation is held in a separate holding latch internally).

The sole purpose of providing two normal (high band-
width) FIFOs (X and Y) is so the client may switch from
transmitting one stream to another without slowing down
or wasting available ring bandwidth during the context
switch.

On release of RESET, any payload symbols at the trans-
mit port are ignored until the first head symbol is present-
ed at the input of the Tx Port. QR1001 always checks for
consecutive heads and ignores all redundant heads in
variable length mode. The type and symbol fields are
latched internally according to the timing specified by the
state of PIPE.

When the client starts a transmission, it writes a head
followed by a stream of payloads. QR1001 receives
these symbols through the transmit port and directs
them to either the X, Y or LB FIFO. Any head symbol
with the CONN (see Section 3.6) field equal to 1 is al-
ways routed to the LB FIFO, as is every payload symbol
following such a head. Any other head with the CONN
field equal to 0, and all payloads following such a head,
are routed to either the X or Y FIFQ.

QR1001 can handie one independent data stream
through each of the X and Y FIFOs, a total of two
streams at once. Even if the FIFO is not full, the FIFO
will store data associated only with a single head. Multi-
ple data streams with various heads will not be held in a
single FIFO. {(Except the LB FIFO which will queue more
than one head and associated payloads.) The subse-
quent data streams, with different heads, will be held in
the Tx pipeline, until either FIFO X or Y empties. Then
the data (with the different head) is allowed to further
proceed in the pipeline.

6501128 0048184k 1T7 WA
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3.0 Client Interface (continued)

5) The LB FIFO is different. Several streams with different
heads can flow through the LB FIFO at one time. When
more than one payload is loaded following a single head,
each payload is sent onto the ring with its own head and
associated reservation protocol. The LB FIFQ is intend-
ed to allow small content streams better access to the
ring and a greater Target FIFO availability.

When the client interface wishes to begin transmission of a
data stream, the client first writes a head (H) to the transmit
port. From then on, every payload symbol (P) (type = data,
frame, data-tail or frame-tail) sent to the transmit port is as-
sumed to belong to the stream identified by the head. The
data stream that the client writes at the transmit port is un-
bounded. However, if a new head, differing in at least one

For all transmissions, low bandwidth or normal, QR1001 will
keep TxOK asserted as long as there is space for 20 or
more symbols in the transmit pipeline. As soon as the trans-
mit pipeline has space for only 20 more symbols, TxOK
negates. The initial negation of TxOK indicates to the client
interface that it must stop transmitting, non-null symbols
soon. TxOK is the only handshake mechanism at the frans-
mit port. If TxOK asserts again, the count is voided and the
client can write to the TxPort as many symbols as it wants. If
TxOK negates again, the client must stop writing non-null
symbols within 20 valid transactions.

The client may pause transmission at any time by present-
ing the null type code to the transmit port.

bit, is written to the transmit port, the data stream that fol-
lows is associated with the new head. If at any time the
client is not prepared to transmit either a payload or a new
head, a NoSymbol (N) may be introduced into the transmit
data stream. NoSymbols (Nulls) do not propagate into the
QR1001 QuickRing controller. Logically distinct data
streams can be multiplexed together and loaded into the
QR1001 transmit port. The client is free to switch between
source streams at its convenience, as long as it introduces
a new head when the switch occurs.

Figure 3-4 shows how three independent streams (high
bandwidth) may be multiplexed from the Client Transmit
Port into the QuickRing controlier. Stream Q goes first,
sending 2 payloads. It is followed by 1 payload from stream
R, then by 2 payloads from stream S. Two more symbols
from stream Q are sent, efc.

Multi/Directed Mutti/Directed
X FIFQ Y fIFO L8 FIFo
(44 deep) (44 deep) (20 deep)
| i T
Tx Router

1

Tx Resynchronizer

(32 deep)

?

Tx Port

(4 deep)

TxOK  TxT{2:0]

Txs[31:

0] TxCLK

TL/F/12048-2

FIGURE 3-3. QR1001 TxPort
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3.0 Client Interface (continued)

Stream Q Stream R Stream S
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(Client Transmit Port)
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) (Tx Pipeline}
v
u
S
X FIFO YFIFO
X Y
Head Z Head
Q 1 R A

TU/F/12048-8
FIGURE 3-4. Logically Distinct Streams of Data Can Be Multiplexed into the Tx Port
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3.0 Client Interface (continued)

3.3 CLIENT TRANSMIT PORT—NEW FEATURES

The client transmit port accommodates the multicast and
fixed ring packet size features. This is an upgrade to the
QRO001 functionality. Figure 3-3 shows the X FIFO and Y
FIFO used for both the Multicast and Directed streams. The
LB FIFQ is unchanged from the QR0001. It never handles
Fixed size packets, either multicast or directed.

3.3.1 Multicast

The Multicast is used to send non-reservation based
streams to a subset of all nodes in the system. If all nodes
are in the subset, then the multicast is a broadcast. Non-
reservation means the voucher and ticket FIFO reservation
protocol is turned off. This reduces ring latency but makes
transfers unreliable because target FIFO space is not guar-
anteed by reservation.

TL/F/12048-10
FIGURE 3-5. Multicast Data Flow
Source Node 0, Target Nodes 1 and 3

Muilticast uses the stream header to address the delivery
pattern. There is a group field and a multicast field. The
multicast field has 16 bits, one for each node in the local
ring. If the bit corresponding to the node address is set and
there is Target FIFO space available, then that node will
absorb the multicast packet, clear the bit and pass it down-
stream. If there is no FIFO space, the bit is still cleared and
packet forwarded only. If the bit is not set, the node only
passes the multicast packet downstream. The stream is
eliminated from the ring when all bits are cleared in the
Multicast field. The Multicast field must never have a bit set
that corresponds to a node that is not present in the ring.
For example, if the ring Max ID is 8, no bit greater than 8
should be set in the Muiticast field.

The group field is available to designate multicast targets in
rings beyond bridge hops (see Section 3.13 for discussion
of bridge hops). Intelligent bridges must identify the muiti-
cast field pattems in ring hops. These group field maps must
be set up during configuration, prior to transmitting the multi-
cast. The group field is passed through the target RxPart
exactly as it was entered at the source TxPort. The bridge
logic external to the QR1001 must have the intelligence to
look up the group in a table and set the appropriate multi-
cast bits for the next ring. If another bridge hop is in the
route, the group field must be correct for the next intelligent
bridge.

Multicast packets are always fixed in length and never Low
Bandwidth on the ring. The length is set by one of 3 occur-
rences at the TxPort.

1. The loading of a tail, either frame or data.
2. The loading of another head of any type.

3. The loading of the twenty-first payload symbol of any
type. This occurrence also attaches the previous head to
the next multicast packet.

3.3.2 Fixed Packet Mode

Fixed packet mode allows the client to control the contigu-
ous packet size of transmitted data onto the ring. This pack-
et benefits the client design because the client can guaran-
tee delivery of contiguous streams at the Target RxPort.
The maximum fixed stream size is limited to the maximum
ring packet size of 20 payload symbols.

A fixed packet at the RxPort may be longer than the original
transmitted packet if access symbols are inserted on the
ring, which may result in nulls at the RxPort. If the RxPort is
stalled, the packet will be compressed in the Rx pipeline.
This will eliminate nulls. Any shorter size contiguous packets
can be used, such as 16 symbols for 64 byte payloads.

Fixed packet mode is entered by setting the appropriate
value in the access field of the stream header. Table 3-2
shows this access field value in the second row for the fixed
packet mode. This field is reserved in the Client interface
header format in the QR0001 mode. The field can be one of
2 values as represented in the Table 3-2.

Data streams at the transmit client port may send fixed
packets of different lengths. There are three ways to trans-
mit a fixed size packet onto the ring.

1) Transmitting a tail symbo! defines the last payload sym-
bol of a fixed packet.

2) Transmitting a new head symbol; the previous payload
becomes the last symbol, tail, of the fixed packet and will
appear as a tail at the receiving node.

3) Transmitting the twenty-first payload symbol. The twenti-
eth symbol becomes the last symbal, tail, of the fixed
packet (max packet length) and will appear as such at
the receiving node.

Any of the above conditions will initiate the voucher and
ticket reservation on the ring. The packetized data is
launched at the downstream ring port when a ticket has
been received from the target node. The packet then travels
to the destination and appears at the receive port as one
continuous stream (no interleaved streams, but possibly in-
serted nulls due to deleted access symbols which were in-
serted on the ring) ending with the tail symbol.

B 501128 0081889 90L HM
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3.0 Client Interface (continued)
TABLE 3-2. Directed Head Access Field Description

AcCcCl1,0] Name Description

0 Variable
Directed

The stream marked by this head
shall follow a specified path to a
single target using the voucher-
ticket protocol within each ring
and may modify packetization.
Streams may arrive at target
RxPort non-contiguously.

1 Fixed
Directed

The stream marked by this head
shall follow a specified path to a
single target using the voucher-
ficket protocol within each ring.
The only modification of the
packet may be the insertion of
vouchers and/or tickets (null
symbols at the Rx port). This
mode of operation requires a
Tail symbol, either data or
frame, be used as the final
payload symbol. Streams less
than 20 payload symbols will be
contiguous throughout the ring.

2 Reserved | Do not use

Reserved

Do not use

3.3.3 Tail Symbols

Tail symbols are an added feature that gives flexibility to the
device. The tail symbol is necessary for the fixed length
directed stream and multicast operation. Variable directed
streams ignore tail symbols. If a tail symbol is transmitted
during a variable directed stream operation, the received
type will be converted to a normal data or frame.

TABLE 3-3. Tall Symbol Format

TxT[2:0]
RxT[2:0]

TxS[31:0]
RxS[31:0]

2:0 31:30[29:28[27:24'23:20]19:16'15:12'11:817:4 3:0

Data-Tail Payload

5 Frame-Tail Payload

3.3.4 Tail Type Conversion
There are several situations in which a transmitted type will
be converted before arriving at the receive port. QR1001

will modify the transmitted type field under conditions given
in Table 3-4.

Transmit Port Timing when PIPE is Asserted

me L L LU L L L L
TxT[2:1 ] uf?u NliL uEDAn DATA FREME DA11A Nlil DA‘TA NUSLL

sz[31:0] HEAD Pl P3 x P4 m_

Tx0K .L

TL/F/12048-11

FIGURE 3-6. When PIPE is asserted, the Type Field lags the
Symbol Field by one clock cycle at the transmit port.

Transmit Port Timing when PIPE is Negated

TxCLK

t41

™T[2:1] 2,

2
FRAME

TxS[31:0] P2

3
NULL

3
DATA DATA NULL

Don‘t
Care

P3 P4

Tx0K __f

TL/F/12048-12

FIGURE 3-7. When PIPE is negated, the Type Field and the
Symbol Field are loaded during the same clock cycle.
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3.0 Client Interface (continued)
LS [ O T N s Y e IO o I e B e B O

RESET A
TxOK /]
TxT[0], NODEO | / VALID®
TxTf2:1] NULL VALID®
TL/F/12048-13
*Type is valid when initialization complete (Node ID and Max ID received)
FIGURE 3-8. TxPort Timing Following Initialization

TABLE 3-4. Tail Type Conversion When TxOK asserts, TxT[2:0] may be driven with a non-null
type. Even though the node ID and max node 1D may not
Packet Tx Type Rx Type have been received at the Rx Port, symbols can be written
Length to the Tx Port when TxOK asserts. They will not be sent to
Fixed & Data followed Data-Tail followed the ring by the controller untit the initialization is completed
it by h and the source node has the node ID to stamp in the source
Multicast y head by head field. It is recommended that start of transmission be de-
Frame followed Frame-Tail followed layed until max node ID for the ring is checked by the sourc-
by head by head ing client. This will prevent an address greater than the max-
- - imum node address being introduced into the ring. This
Variable | Data-Tail Data would cause an abort condition that must be cleared by

Frame-Tail Frame another reset and intialization.
N . When operating in either QR1001 or QR0001 mode, it is

Fixed & 20th Symbol (dat Data-Tail

N:xlet' " ymbol (data) ae e recommended that TxT[2:1] be held in a high state (null

uticast 1 20th Symbol (frame) | Frame-Tail type) until type fields are valid.

3.4 TRANSMIT PORT TIMING RELATIONSHIPS 3.5 CLIENT RECEIVE PORT

Figure 3-9 shows the QR1001 receive black and part of the

When PIPE is asserted (low voltage level) the type field, forwarding path.

TxT, accompanying the symbol field, TxS, is loaded into the

controller one clock cycle after the symbol that it identifies. 1) The Upstream Router/Multicast Handler, LB Target Han-
See Figure 3-6. When a symbol is presented on TxS at time dler, Directed Target Handler, and the Ring FIFO are
1, then the corresponding code is presented on TxT at time part of the forwarding path.

t+1. The purpose of delivering the TxT field one clack cycle The LB Target Handler processes LB vouchers targeted
after the symbotl is so a simple, synchronous state machine to this node into tickets. These tickets are forwarded to
has one full clock cycle to compute the TxT code without the source node through the downstream port.

using external latches on the symbol field. The Directed Target Handler processes vouchers target-
When PIPE is negated (high voltage level), the type field, ed to this node into tickets. These tickets are forwarded
TxT, accompanying the symbol field, TxS, is loaded into the to the source node through the downstream port.
controller during the same clock cycle as the symbol it iden- The Ring FIFO stores incoming data from the upstream
tifies. This non-pipelined mode supports back-to-back client port that is intended to be forwarded to other nodes on
port connection during bridging. Refer to Figure 3-7. the ring.

The TxOK function and timing remains unchanged regard- 2) The Head Stripper is the first of the receive blocks. It
less of the level of the PIPE signal, giving a 20 symbol wamn- removes all heads except those identifying the beginning
ing that transmission of non-null symbols may need to of a stream.

cease.

3) The Target FIFO reserves space for 3 normal packets
The timing sequence for the valid transmission of TxT[2:0] and 6 LB packets.

is (see Figure 3-8):

1) Release reset. TxT[2:0] should be driven high (null) after
reset is released.

2) Wait for TXOK to assert.
3) TxT[2:0] is valid on the next rising edge of TxCLK.

1 http://www.national.com
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3.0 Client Interface (Continued)

4) The Rx Resynchronizer handles the frequency differ-
ence between the client interface and the ring logic of
the controller.

5) The Rx Port is the last stage between a data stream and
the client interface.

—

Directed
Target Handler

Ring/Multicast
Bypass FIFQ r

LB Target Handier -

Handler Mux

Downstream Port

Upstream Router
Multicast Handlsr

f—

A 4

A 4

Head Stripper Transmit Pipeline

A 4

Receive Pipeline

TL/F/12048-04
FIGURE 3-9. QR1001 Target and Multicast
Handlers and Bypass FIFO

On release of Reset, the first two non-null symbols that ap-
pear at the RxS[31:0] are the node ID of the controller, and
the largest maximum ID number on the ring. RxT will indi-
cate a non-null type for these two IDs. (See Section 9.1)

RXET alerts the client interface, up to 20 symbols prior to
the output stage, to the type of data entering the receive
pipeline. The RxT, when FIPE is asserted, leads by one
clock the symbol that it identifies; thus, giving the client a
one clock cycle advance notice of the symbol about to ap-
pear at the RxS[31:0]. The client may choose to stall the
symbol at RxS[31:0] if desired.

At the Rx Port, a contiguous, variable length data stream is
unbounded, and data belonging to the same head is marked
by a single initial head appearance. At the Rx Port, there
may be no evidence that the stream is packetized on the
ring. A new head will appear only when there is a change in
data stream context. A long data stream transmitted in mul-
tiple packets from one node to another, will appear at the
Rx Port as a single head followed by a long data stream,
unless broken by a different, unique stream.

In cases where one target node is the subject of multiple
transmissions from several nodes, multiple streams, marked
by head symbols, will appear multiplexed at the Rx Port. The
same will occur if one source node is sending different
streams to the same target. A stream is treated as a differ-
ent stream if the 32-bit head symbol differs by at least one
bit.

3.5.1 Upstream Router

Mutticast mode does not use the voucher-ticket protocol on
the ring. For this reason, multicast ring-packets will arrive at
a target without a FIFO reservation.

At the Upstream Router/Multicast handler, the multicast
head is checked for the Muiticast Field bit to be set that
corresponds to that node’s ring address. For example, Bit 1
corresponds to Node 1. If the node bit in the mutticast field
is set then the bit is cleared and the packet is routed to the
Head Stripper. The Head Stripper is the beginning of the
receive path. If there are still any multicast bits set, then the
packet is routed to the Ring/Multicast Bypass FIFO and
forwarded onto the next node. If there are no more bits set,
then the packet is eliminated from the ring. If the node ad-
dress bit is not set, the multicast packet is routed to the
Bypass FIFO and immediately forwarded. This allows for the
minimum delay through each node and the almost simuita-
neous multicast to each destination. If the packet should
return to the source node, and the bit is set for that node,
the packet is routed to the head stripper. The packet is not
forwarded a second time from the source node.

3.5.2 Receive Pipeline

Since tickets and vouchers are not used during the multi-
cast function, there are different functions in the target han-
dier depending on the type of packet. In multicast, if a ticket
is available, the ticket counter is decremented and the pack-
et is copled into the Target FIFO. When the mulitcast packet
in the Target FIFO is unloaded through the RxPort by the
client, then the ticket counter is incremented and another
multicast packet can be copied. If all tickets are outstand-
ing, the packet is not copied locally. This will result in a
multicast target not receiving the multicast packet data.

3.5.3 Head Stripper

Shifting Hop Fields

The Head Stripper has the function of shifing hop fields in
the QR1001 and QRO001. There is a difference in the
QR1001 mode because of the addition of Multicast heads
and the Hop 5 Field being changed to Hop Count Field
(HCNT). The Head Stripper only shifts the 4 remaining Hop
fields in Directed heads. The HCNT is never shifted. In-
stead, the HCNT is decremented as it passes the Head
Stripper. No shifting occurs for the Multicast heads.

When the device is operating in QRO001 mode, all 5 fields
are treated as hop fields (no hop count field) and all fields
are shifted as in the QR0O001 device. See Section 3.13 for
more details on hop field shifting.

Fixed Packets

The Fixed length packets will have a head at the beginning
of each packet that emerges from the RxPort. The head
stripper that usually eliminates redundant heads used in the
ring packetization is deactivated when Fixed length packets
are fraversing the receive pipeline. It is only variable, direct-
ed, redundant heads that are stripped. Fixed packets will
always appear at the RxPort with a head at the beginning
and a tail symbol at the end.

hitp://www.national.com
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3.0 Client Interface (continued)

LB TARGET HANDLER
> 10 DEEP
UPSTREAM ROUTER |—
TARGET HANDLER
[~ 30 DEEP
RING FIFO
B 40 DEEP

HEAD STRIPPER

TARGET FIFO
DIRECTED, MULTICAST,
LOW BW
75 DEEP

Rx RESYNCHRONIZER
(8 DEEP)

Y

Rx PORT
16 (RAM BASED) +
4 DEEP PIPELINE

l N
RxSTALLT I RxT[2:0] laxs[u:o] TRxOE TRxCLK

TL/F/12048-14
FIGURE 3-10. Rx Port Client Interface

Muiticast Packets

Muitticast packets are fixed in length. Just as with the Fixed
packets, they will always appear at the RxPort beginning
with a head symbol and ending with a tail symbol. Redun-
dant heads are not stripped at the receive port when operat-
ing in multicast or fixed packet mode.

3.6 Recelve Port Timing Relationships

When PIPE is asserted (low level), the type field, RxT, at
time t indicates the type of symbol presented at the output,
RxS, at time t+1. See Figure 3-17. This is true as long as
RxSTALL is negated.

It RxSTALL is asserted when PIPE is asserted (pipeline tim-
ing mode) the RxS[31:0] output will stall at the first non-
null symbol encountered in the pipeline after RxSTALL
Is asserted. The symbol on RxS, when RxSTALL is assert-
ed, will persist through the next clock cycle unless it corre-
sponds to a null symbol. The RxSTALL input signal is only
capable of holding a non-null symbol at the RxS output.

The client may need to examine some symbols within the
symbol stream in order to determine their disposition. It is
highly desirable to do so without employing added data path
buffering external to the controller. QuickRing allows the cli-
ent to examine the contents of the symbol at the RxS output
through RxSTALL, or a combination of RxSEL and RxNBL
even with the RxS output drivers disabled.

To further aid in the receive stream management, the sym-
bol type field just entering the Rx Port Block of the receive
pipeline is visible on RxET. Thereby the client can preview
the symbol type in the receive pipeline befors it appears on
the RxT outputs. Thus it is possible to detect the presence
of a head, data, frame, or tail in the pipeline even if up to 19
more symbols are stored ahead of it.

When PIPE is negated (high level), then the value of the
type field RxT/TxT at time t corresponds to the value of the
symbol field at the same time t. (See Figure 3-7.) When two
QuickRing controllers are connected to form a bridge, the
TxOK is connected to RxSTALL of the other controller.
(Care should be taken in board layout to make sure timing
between TxOK and RxSTALL to satisfy the setup/hold
times.)

It RxSTALL is asserted when PIPE is negated (high level), at
the next positive edge of clock:

1) RxT is forced to Null and
2) The RxS[31:0] persists.

pew _ M| peptpin e Eelal
RxT[2:1] N:LL n:m LA'TA
RxS | XXRROOOO | % | HEap X oaa
RxSTALL 1\
ROE |
t te1 | o2

TL/F/12048-15

FIGURE 3-11. RxSTALL Sampling Edge (Pipelined Mode)
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3.0 Client Interface (continued)

To summarize the Client Port Timing:

At the Rx Port, a non-null symbol remains valid at the RxS
output in the presence of RxSTALL.

At the Tx Port, when TxOK negates it indicates that the
FIFO is nearly full and the client must stop transmission
within 20 non-null symbols.

The PIPE input determines how the type fields, RxT and

TxT, identify a symbol as it appears at RxS and TxS respec-
tively.

At the receive port, many different arriving streams may be
multiplexed together. Every switch to a new stream context
is marked by a new head symbol. A single, variable length
stream loaded into the Tx client port may be multiplexed
with another data stream on the ring. This may cause the
de-muxed variable length stream at the Rx port to appear
different from the original stream loaded into the controller
at the source node. The QuickRing protocol does not pre-
serve the order of multiplexed streams, but it does preserve
the first-in-first-out ordering of each individual stream.

Rk __| [ g B B B
3 0 1 3
RxT[2:1] NULL \_HEAD / DATA / NULL
RxS __| HEA GATA
RXSTALL — | / \

TL/F/12048-16

FIGURE 3-12. RxSTALL Sampling Edge (Non-Pipelined Mode)

{From Ring Interface)

QR1001

(Rx Pipeline)

DO = |N|w

(Client Receive Port)

Pl InlP| |P P
L FIP
H H
[ Y B|R|X|w]v]u
Stream Q Stream R

Stream S

(FE0 [T [EEME

TL/F/12048-17

FIGURE 3-13. The Individual Ordering of Each Stream Is Preserved
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3.0 Client Interface (Continued)

3 0 1 ‘ 2 ‘ ‘ 3

RxT[2:1] NULL EA DATA M FRANE XK NULL
RxS HEAD SYMBOL X oata symeoL X FRAME SYMBOL
RxSTALL \ / \ / \ /

TL/F/12048-18
FIGURE 3-14. Holding Head Symbols for 2 Clocks and
Holding Data and Frame Symboils for 1 Clock Each

< U UU UL LU

RxT NULL X HEAD X oata X FRAME [X NULL
RxS NULL X HEAD [X DATA FRAME
RxSTALL \L /T \ /1T \ /

TL/F/12048-19
FIGURE 3-15. When RxSTALL is asserted, it Stalls RxS and only Indirectly Stalls RxT.
RxT always Identities a FUTURE state of RxS, NEVER the present state, when PIPE is asserted.

TABLE 3-5. External Behavior of the RxSTALL Function

et | T oupu
RxSTALL RxT[2:0)=7 Volatile Volatile RxS[31:0]

F F F “F” “Sy”

F F T “F “Sy”

F T F T Sx

F T T T Sx

T F F F Sx

T F T “F” “Sy”

T T F F Sx

T T T F Sx
“8y" emphasizes new symbols always start out as non-volatile.
Sx is the value of RxS[ ] during the present state.
Sy is the value of the symbol that follows Sx.

15 http://www.national.com
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3.0 Client Interface (continued)

Figure 3-4 relates to Figure 3-13. It shows that even though
stream Q was loaded first, in Figure 3-4, stream R, arrives
first, in Figure 3-13. Notice that at the output, the order with-
in each individual stream is preserved.

3.6.1 Client Receive Port interface Options
(PIPE asserted)

One of the possiblilities when interfacing to the Client Re-
ceive Port, is to hold RxSTALL negated during normal oper-
ation. When the Client interface detects a non-null type it
may assert RxSTALL during the next clock cycle to stall that
particular symbol and the next non-null type (if available).
See Figure 3-14.

3.6.1.1. RXSTALL Behavior

The timing diagram shown in Figure 3-11 illustrates the tim-
ing of the RXSTALL input signal for QR1001.

1) At the rising edge of clock cycle ¢ RxT is valid.

2) At the rising edge of t+ 7, RxSTALL must be asserted to
stall the RxS. (RAxS head symbol is present.)

3) At the rising edge of t+2 RxS remains stalled.
RxSTALL is always sampled on the rising edge of the re-
ceive clock, regardless of operating mode.

External Behavior for RxSTALL

The following definitions and Table 3-5 are used to explain
the function provided by the RxSTALL signal.

RxSTALL is false when at a high voltage and true when at a
low voltage.

RxT[]=7 means No-new-symbol is available for presenta-
tion at RxS{] on the next clock cycle.

VOLATILE is a state variable that is true when assertion of
RXSTALL cannat inhibit the overwriting of the symbol at
AxS[] by a new symbol. This is the bit that the system
designer uses to recall if RxSTALL was ever left unasserted
after the current symbol arrived.

RxS[ ] is the Rx Port data path output.
Sx is the value of RxS[ ] during the present state.
Sy is the value of the symbol that follows Sx.

Pipelined Mode

In Table 3-5.1, the T'[] variable represents the type of the
next arriving symbol in the receiver pipeline. All of the type
field columns—T’[], and RxT[] in the present and next
states—are shown to take on either a null code or a non-
null code of Ty or Tz. Although these are two- or three-bit
fields, for the purpose of determining the present or next
state, these columns represent binary values distinguishing
between a null or non-null type code. The non-null codes
are shown as Ty or Tz to illustrate their correlation to the
value of RxS[] and their relative order in the pipeline (Tz
follows Ty). RxS[ ] in the present state always has a value
of Sx.

The nuliRxS variable is not explicitly provided (but is deriva-
ble) outside the device; it should be interpreted to mean that
the value of RxS[ ] in the current clock cycle is not eligible
to be frozen at RxS[] during the next clock cycle by the
assertion of RxSTALL during the current cycle. The output
variable newRxS (also not explicitly provided but derivable)
indicates whether the RxS[ ] output is actually updated with
a new non-null symbol during the current clock cycle. Note
that whenever newRxS is true, RxS{ ] changes from the old
Sx to a new Sy. Note also that, although RxS[1 may repre-
sent a null symbol (nullRxS is TRUE) it always retains the
value of the last non-null symbol to be issued.

TABLE 3-5.1. QR1001 Pipelined Mode (PIPE = 0)

Row Input Present State Next State Possible
# RxSTALL | T[] | RxT[] | nubRxS | AxS[] | RxT{] | nulRxS | newRxs | Rxs[] | NextRow
1 F Null Null — Sx Nult T F Sx 1,2,56
2 F Ty Nult — Sx Ty T F Sx 3,4,9,10
3 F Null Ty —_ Sx Nuli F T Sy 1,2,7.8
4 F Tz Ty — Sx Tz F T Sy 3,4,11,12
5 T Null Null T Sx Null T F Sx 1,2,5,6
6 T Ty Null T Sx Ty T F Sx 3,4,9,10
7 T Null Null F Sx Null F F Sx 1,2,7.8
8 T Ty Null F Sx Ty F F Sx 3,4,11,12
9 T Null Ty T Sx Nuli F T Sy 1,2,7,8
10 T Tz Ty T Sx Tz F T Sy 3,4,11,12
LR T Null Ty F Sx Ty F F Sx 3,4,11,12
12 T Tz Ty F Sx Ty F F Sx 3.4,11,12
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3.0 Client Interface (Continued)

Understanding RXSTALL Operations (PIPE asserted)
Correctly predicting the behavior of the Rx port can be done
by learning the following principles:

1) RxT always identifies a FUTURE state of RxS, NEVER
the present state.

2) A symbol wili only stall (remain NON-VOLATILE) if
RxSTALL is asserted in the first clock cycle during which
the symbol appears at RxS.

3) Even a NON-VOLATILE symboi can be overwritten if
AXSTALL is not asserted.

4) Once RxSTALL is released a stalled symbol becomes
VOLATILE, and cannot be stalled again.

5) RxS always holds a (non-null) symbol; RxSTALL controls
whether or not the symbol is VOLATILE or NON-VOLA-
TILE.

6} The null type code does not represent a symbol, but the
ABSENCE of a symbol.

7) Even a VOLATILE symbol sits stably at RxS until another
symbol arrives to overwrite it

3.6.2 Rx Port Timing Relationships

Several receive port signals on the QR1001 have new rela-
tionships to the rising edge of the receive clock, even in
QR0001 mode. RxSEL signals are now synchronous to the
rising edge of RxCLK; in the original QR0001, RxSEL was
independent of the receive clock. When RxSEL is changed,
RxNBL is updated in the subsequent clock cycle. {Figure

3-16).
RxCLK I I I I I | l I I I

ABORT

RxSEL

RxNBL

TLIF/12048-20
FIGURE 3-16. RxSEL Timing Relationships

As described in the previous section, RXSTALL is how
latched with the rising edge of RxCLK.

TABLE 3-6. QR1001 Non-Pipelined
Mode/Bridge Mode (PIPE — 1)

TABLE 3-7. Tx and Rx Port Symbol Field Definitions

Field Decriptions

Type[2:0] | Atthe client ports, distinguishes heads,

data, frame, tails and null.

CONNI1:0] | The connection code provides two types of
transmission, normal and low-bandwidth.
Low-bandwidth streams are transmitted
with higher priority.

TRGT[3:0] | The target field contains the node ID of the
target of the associated payload.

SRCE[3:0] | The source field contains the node ID of
the source of the associated payload.

HOP1[3:0] | In a multiple-ring topology they supplement
HOP2[3:0] | source and target ID fields to route
HOP3[3:0] | streams as they hop from ring to ring. Can
HOP4[3:0] provide unigue stream identitication (SI1D)
for those who’s source-to-target routes are
identical.

HOP5[3:0] | QRO001 Mode only. Same function as
above.

HCNT[3:0] | QR1001 mode only. Can be used to
identify the number of bridge hops or
location of stream ID that has been shifted
by ring hops. The hop count field is
decremented at each receive port.

At the client ports ACCess field should be [00] (variable
packets) or {01] (fixed packets).

Table 3-8 shows the values of the connection field
(CONN[1:0]). if a LB connection is requested, QuickRing
takes the stream of payloads and parcels the data or frame
symbols presented at the Tx Port and transmits them in 2
symbol ring packets, 1 head and 1 payload.

TABLE 3-8. Connection Field Definitions

Input Next State
BxSTALL T[] RxT[] RxS[ ]
F Null Null Null
F Ty Ty Sy
T X Null Sx

3.7 CLIENT INTERFACE FIELD DEFINITIONS

Table 3-7 shows the symbol field definitions for the Tx and
Rx ports. Refer to Section 3.15 for details.

CONN
N Description
[1:01 ame scriptiol

0 Normal Queue and accumulate symbols
from the same stream at will, to
maximize system efficiency and
minimize system load.

1 Low Band- | Do not concatenate with other

width (LB) | data symbols from the same
stream. Results in two symbol
packets, head and payload.

N/A Reserved
N/A Reserved
3.8 CLIENT TYPE FIELDS

The TxT[2:0] and RxT[2:0] fields are the type fields at the
transmit and receive ports, respectively They are encoded
as shown in Table 3-9. Each 32-bit symbol written or read
from the client ports is associated with one type field.

Note: When operating in QR0001 mode, only 2 type bits are used as in the
QRO001 davice.

BN L501128 0081857 Té2 R
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3.0 Client Interface (continued)
TABLE 3-9. Client Type Field Detinitions (TxT/RxT)

3.10 RECEIVE PORT HEAD FIELDS

The receive port head symbol format contains the same
fields as are found in heads at the transmit port, but are
shifted from their original positions when they exit the re-
ceive port. The purpose is to support routing of streams in
multiple-ring topologies. Head symbols only appear at the
receive port when there is a stream context change in vari-
able mode or a new packet in fixed and multicast mode.
Redundant head symbols are deleted when operating in
variable packet mode. In fixed and multicast packet mode,
head symbols appear at the beginning of each packet. Head
symbols at the receive port hold valid information in the
access, connection, source, target, and hop fields. Table
3-11 shows the format of the head field at the receive port
of the controller in the same ring as the original source. If a
ring hop has occured, another shift of fields would have
occured with respect to the original source.

TABLE 3-11. Receive Port Head Fields

RxT[2:0) RxS[31:0]

2:0 |31:30|29:28/27:24 23:20'19:16'15:12' 11:8| 7:4 | 3:0

Type | Acc |Conn| Trgt HOP

Type Name Description
0 Directed First symbol of a stream or packet,
Head specifying the path to a single
target. This stream is reservation
based.
1 Multi- First symbol of a packet destined
cast for one or more targets. This
Head stream does not use the
reservation based ring protocol.
Data 32-bit payload symbol is a Data.
Data-Tait Data symbol which is the last
symbol in a fixed length and
multicast stream or packet.
4 Frame Specially marked 32-bit payload
symbol is a Frame.
5 Frame Frame symbol which is the last
Tail symbol in a fixed length and
multicast stream or packet.
6 Reserved | Future use
7 NoSymbol | No associated symbol

0 0/1 |Conn} Trgt Hop1|Hop2IHop3|Hop4ISrce|HCNT

3.9 TRANSMIT PORT HEAD FIELDS

A head symbol must be loaded into the transmit port to
begin transmission, or when the context of the loaded sym-
bols is switched to another stream. Redundant heads are
acceptable to the controller transmit port. If multiple heads
are loaded without intervening data or frame symbols, then
all but the last head are ignored. The transmit head informa-
tion—access, connection, target and hop field—must be
provided at the client transmit port. The controller adds its
own ID to the head's source field internally, based on the
local node ID value that was set during initialization. Table
3-10 shows the format of a head symbol that the local client
must load into the Tx Port to establish a connection.

TABLE 3-10. TxPort Head Format

 TxT{2:0] TxS[31:0]

20 [31:30|29:28(27:24|23:20 19:16]15:12' 11:8[ 74 I 3:0

3.11 PAYLOAD SYMBOLS AT THE Rx AND Tx PORTS

Payload symbols at the transmit or receive ports follow the
head symbol that identifies them. A payload consists of a
sequence of data and/or frame symbols that are distin-
guished by a 2 or 4 (1 or 2 in QRO001 mode) in the accom-
panying type field, refer to Table 3-12. The final payload in a
fixed size packet is designated by the tail symbol types 3
and 5 (data-tail and frame-tail). When PIPE is asserted, the
type field at the receive port leads the symbol field that it
identifies by one clock cycle, and at the transmit port it lags
the symbol field by one clock. However, if the controller is in
non-pipelined timing (PIPE is negated) the type field corre-
sponds to the symbol at the same clock.

TABLE 3-12. Payload Symbols at Tx/Rx Ports

Type[2:0] Tx/RxS[31:0]

2 DATA. User Defined Information

DATA-TAIL. User Defined Information (fixed/muiticast)

3
4 FRAME. User Defined Information
5

FRAME-TAIL. User Defined Information (fixed/muiticast)

Type | Acc [Conn| Srce | Trgt HOP
0 0 | Conn[XXXX| Trgt [Hop1{Hop2|Hop3|Hop4|HCNT
Vary | 0/1*
0 1 0 |XXXX| Trgt | Hop1|Hop2|Hop3|Hopd|HCNT;
Fixed
0 2&3 Reserved
1 XX 0 |XXXX| Group Fieldl Multicast Field

*0: non-low-bandwdth packet, and 1: low-bandwidth packet

3.12 NULL SYMBOLS AT THE Rx AND Tx PORTS

The lack of a head symbol or payload symbol is indicated, at
the Rx port by NoSymbol (null) symbols with type field of 7
and all RxS bits “don't cares”. At the Tx port, if a head or
payload is not ready to be transmitted, a null symbol code
should be presented at the TxT. The value of the type fields
at the client ports is as indicated in Table 3-13.

TABLE 3-13. Null Symbol Format

Type{2:0)

Tx/Rx §(31:0]

7 NULL. Don't Cares
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3.0 Client Interface (continued)

3.13 THE HOP FIELDS AND THE UNIQUENESS OF
SYMBOL STREAMS

The identity of a symbol stream is fixed by the combination
of the connection, source, target, and hop fields in the
stream’s head symbol. If the heads of symbol streams differ
in any of these fields, then they represent different symbol
streams.

The symbols of a unique stream will always arrive in order.
Muiltiple streams targeted at the same node may arive in-
terleaved. The interleaving will always be indicated by an
appropriate head symbol, identifying the switch in stream
context.

The Hop Fields were created to route packets through
bridges in multiple ring topologies. In a single ring topology
the hop fields may be used to identify different streams. The
hop fields can be used to distinguish different data streams
that have the same source and destination. If only one of
the fields is used for stream ID, there can be 16 different
streams having the same source and target. However, in
multiple ring topologies, every time a bridge is crossed, one

Client Port Field Formats (QR1001 mode)

hop field is used. Therefore, it is lost for identifying unique
data streams from a single source node. Table 3-14 shows
the hop field locations at the transmit port and Table 3-15
shows the hop fields at the receive port.

3.14 HOP COUNT FIELD

The QR1001—operating in QR1001 mode ONLY—employs
the Hop Count field (HCNT) which replaces Hop Field 5.
This enables such functions as a bridging node to also be
addressed as a leaf node (an intelligent node which also
functions as a bridge). For example, the source node will
identify the number of bridge hops in the header. Each Head
Stripper decrements the HCNT field. If the HCNT is Fh
when received at a leaf node, then external logic would de-
cide there are no more bridges to the destination and will
not pass the stream onto the next bridged ring. If the value
of HCNT is Oh or greater (not Fh) in the HCNT then the
stream would be bridged to the next ring by external logic.
The HCNT decrementing is integrated into the QR1001 part.
The HCNT field is not shifted when the other hop fields are
shifted.

Tx Port Head Field
Type Acc Conn Srce Trgt HOP
TxT[2:0] | TxS[31:30] | TxS[29:28) | TxS[27:24] | TxS[23:20] | TxS[19:16] | TxS[15:12] | TxS[11:8) | TxS[7:4] | TxS[3:0]
0/1 01 Conn XXX Trgt HOP1 HOP2 HOP3 HOP4 HCNT
Rx Port Head Field (same ring as Srce node)
Type Acc Conn Trgt HOP
AxT[2:0] | RxS[31:30] | RxS[29:28] | RxS[27:24] | RxS[23:20] | RxS[19:16] | RxS[15:12] | RxS[11:8] | RxS[7:4] AxS[3:0]
0/1 0/1 Conn Trgt HOP1 HOP2 HOP3 HOP4 Srce HCNT
Tx and Rx Ports Payload Symbols
T[2:0] Tx/Rx $[31:0]
2 DATA. User Defined Information
4 FRAME. User Defined Information
3/5 DATA-TAIL/FRAME-TAIL. Last symbol in fixed/multicast stream
Tx and Rx Ports Null Symbols
T[2:0) Tx/Rx S[31:0]
7 Null. Don’t Cares
Node ID Format
RAxT[2:0] | RxS[31:28] RxS[27:0]
4 Node ID T e 1
Max ID Format
AxT{2:0] | RxS[31:28] RxS{27:0]
4 Max ID L 1
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3.0 Client Interface (continued)

If the particular node is a bridge only to another ring, the
PIPE signal should be negated. The HOP ficlds rotate the
same regardless of the state of the PIPE input. The HCNT
field (only in QR1001 mode) does NOT rotate position.

During QR0O001 mode operation, the QR1001 device main-
tains the 5 HOP fields. All 5 HOP fields rotate as in the
QRO0001 device. This allows interoperability of QRO001 and
QR1001 (using QR0O001 mode). It should be noted that
when both devices are in the same ring and QR1001 is not
operating in the QR0001 mode, the QRO001 will ignore all
QR1001 added features.

The actual rotation of the Source, Target, and HOP fields
occurs in the client receive pipeline (see Tables 3-14
through 3-17). The HOP fields rotate at each target Receive
pipeline as follows (from Receive Client perspective for the
QR1001):

1) Source bits [27:24] shift to bit field [7:4].

2) All other HOP fields (including Target field) move up one
HOP field to the next more significant 4-bit position, HOP
4 moves from [7:4] — [11:8].

Given this information the system interface should be able
to determine how the Source,Target and HOP fields rotate
in a Ring of Rings architecture including 4 HOPs. The HCNT
field can be used to identity the number of ring hops remain-
ing in the path to the target node.

When the Client Rx Port receives a data stream, the head
contains the path taken by the stream to reach this particu-
lar target. Looking at the Head and determining where the
source is and how many HOPs the stream encountered re-
quires knowledge of the ring topology. There are options on
how to determine the return address. For example, it can be
assumed that during the initialization process each node will
build, or be provided, a table of addresses of all the NODEs
in the system. When a Head is received, it can be compared
to the address table to determine the source of the data
stream. Other options are available and will be provided in
future Application notes. It should be noted that all unused
HOP fields can be used as Stream ID.

TABLE 3-14. HOP Flelds at Tx Port (OR1001 Mode)

27:24 | 23:20

Trgt

19:16
Hop 1

15:12
Hop 2

11:8
Hop 3

7:4
Hop 4

3:0
HCNT

Srce

TABLE 3-15. HOP Fields at Rx Port (QR1001 Mode)

27:24 | 23:20 | 19:16 | 15:12 | 118 7:4 30
Trgt | Hop1 | Hop2 | Hop3 | Hop 4 | Srce | HCNT
TABLE 3-16. HOP Fields at Tx Port (QR0001 Mode)

27:24 | 23:20 | 19:16 | 15112 | 118 7:4 3:0
Srce | Trgt | Hop1 | Hop2 | Hop 3 | Hop4 | Hop 5
TABLE 3-17. HOP Fields at Rx Port (QR0001 Mode)
27:24 | 23:20 | 19:16 | 15112 | 11:8 7:4 3:0
Trgt | Hop1 | Hop2 | Hop3 | Hop4 | Hop5 | Srce

3.15 SUMMARY OF CLIENT PORT FIELD FORMATS

A complete listing of symbol formats for the QR1001 is
shown in the table titled Client Port Field Formats
{QR1001 mode) on the previous page.

3.16 READABLE REGISTERS

The client can read the two internal registers, Diagnostics
Register and Receive Symbol Register at any time, through
inputs RxSEL[3:0] and outputs RXNBL[3:0]. The RxS regis-
ter can also be read while RXSTALL is asserted. RXSEL[3:0]
selects a 4-bit field within the 32-bit internal registers and
shows that field on the RxNBL{3:0] outputs.

TABLE 3-18. Diagnostios Register (Read Only)

31:24 23:20 19:12 11:8 7:4 3:0
Reserved | FIFO | Syndrome | Eror | Max | Node
Flags Word: Status | 1D D
S[6:0]

Node ID: Address of the Node
Max 1D: Largest ID on the ring.

Error Status: Individual bits are set depending on the origin
of the error.

Bit 8 is set due to an EDC detection.

Bit 9 is set due to an Abort symbol received at the Up
port.

Bit 10 is set due to an error in the packets sequence,
i.e, two consecutive heads. (Detected on the upstream
port of the ring.)

Bit 11 is set due to an invalid address detected (on the
ring).
Syndrome Word: Points to the bit in emor detected through
EDC. Ali zeros if no error(s).

FIFO Flags: Contains status flags for the Target, X, Y, and
LB FIFOs. Section 5.1 has details on this register,

Reserved: Reserved for future expansion

TABLE 3-19. RxS Register (Read Only)

31:0

The most recent 32 bits the RxS received.

Table 3-20 gives the decode for reading the various register
bits.

Reading Registers

Reading the error status register will clear ABORT as well
as allow the syndrome words to be overwritten. To guaran-
tee all information related to the current error is accessed,
the following sequence is suggested for reading error regis-
ters.

1. Set RxSEL = C; read RxNBL syndrome word
2. Set RxSEL = B; read RxNBL syndrome word
3. Set RXSEL = A; read RxNBL. error status
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3.0 Client Interface (continued)
TABLE 3-20. Register Access Decode

The syndrome word, $[6:0], consist of the Ex-OR of the
incoming check bits that were sent within the packet,

RxSEL[3:0] RxNBL(3:0] Description CBI[6:0], and new generated check bits for the packet
0 RxS[3:0] (new generated, NGCB[6:0]).
1 RxS[7:4] A correct EDC field is transmitted with each symbol emitted
. from the downstream port. Every symbol, including nulls,
2 RxS[11:8] that is received at the upstreamn port is passed through an
3 RxS[15:12) EDC checking circuit. Any inconsistency causes the ABORT
- signal to assert, and an abort symbol will be transmitted at
4 RxS([19:16] the downstream port. EDC fields are propagated through
5 RxS[23:20] the chip core as required to support the above described
xS[23: functionality. The EDC field is not visible at the client ports.
6 RxS[27:24] Table 3-21 shows the matrix of data bits. An “X” indicates
7 RxS[31:26] the bits that are “Exclusive-ORed” to generate each partic-
- ular check bit. Check bit 6 is generated by “Exclusive OR-
8 Diagnostics[3:0] Node ID ing” all data and all check bits. CB[6:0] form the syndrome
9 Diagnostics(7:4] Max ID word.
Given a Single or Double bit error, the code has the follow-
10 Diagnostics[11:8]) Ervor Status ing properties:
11 Diagnostics[15:12] Syndrome Word 1} If the syndrome word: $[6:0] Is zero (0), then there is No
Error.
12 Diagnostics [19:16 Syndrome Word
9 ( ] th 2) If any of the syndrome bits: S[5:0), is not zero (0), and
13 Diagnostics [23:20] | FIFO Flags S6 is zero, then there is a Double Ermor. The particular
14 Diagnostics [27:24] Resarved bits in error can not be determined.
- - 3) If any of the syndrome bits: S[5:0] are not zero (0) and
15 Diagnostics [31:28] | Reserved S6 is one, then there is a Single Emor in either the data

or the check bits.

If a single bit in S[5:0] is one and S6 is one, then the
corresponding CB is in error and the data is correct.

If more than 1 bit in S[5:0] is set to one and S6 is one,
then the syndrome bits point to the data bit in error. See
columns of Table 3-21. S[5:0) pinpoints to the position
number in the mapping diagram at which bit is in error.
If all remaining bits, S[5:0] are zero and S6 is one, then
CB®6 is in error.

The syndrome bits associated with an EDC eror may be
observed by reading the diagnostic register. However, the
actual data packet causing the error cannot be identified at
the client receive port.

Reset Condition for Registers

The RxSEL nibbles 0 to 9 are not cleared by the RESET.
The values in those nibbles will remain the same as before
RESET was asserted. The Node ID and Max ID may change
during a RESET if the ring configuration changes. All other
nibbles are cleared by the RESET.

-
=

3.17 Error Detection

The error detection code (EDC) field, CB[6:0], provides re-
dundant parity checking to verify symbol integrity. The
QR1001 implements a modified Hamming code algorithm
that provides Double Error Detection (DED).

The QR1001 provides the syndrome word that can be read
from the Diagnostics register to show bit(s) detected in er-
ror. To reduce latency effects, no error correction is per-
formed.

TABLE 3-21. Error Detection Matrix

35-Bit Data Word

CHECK | 35134 |33|32131(30|20|28]|27]26|25|24|23]|22|21]20| 19|18} 17| 16|15} 14| 13| 12|11 |10]| 9] 8| 7]6 514|3|2}1
BITS
CcBo | X X X X X1X X X X X XX X X X{X X
CB1 x| X XX X | X X X X XX XX X
cB2 X[ XXX XX X X| X X XX X
CB3 | X|X X1 X X X X X[ x| X
CB4 X|X|X]|X XIXIX|X]|X|X|[X
CBS | X|X|X|X|X|XiX]|Xx]|x
CBé6 Exclusive “OR" All Data Bits (1-35) and All Check Bits (0-5)
C6 Akds in DED (Double Error Detection)
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4.0 Ring Interface

This section gives information on the protocol implemented
to control data flow on the ring. It is useful to know the
protocol fundamentals to better understand the flow at the
client ports. Details are purposely excluded to simplify this
section. Details are available upon request.

4.1 TYPE AND SYMBOL FIELD AT THE RING PORTS

On the ring path (upstream and downstream ports), the type
and symbol fields organize data transmissions. Data on the
ring flows in bounded streams called packets. Before data
flows in the ring, packets are formed by each controller in-
ternally. Packets have one head and one or more payload
symbols. inside a controller, packets can be found that may
originate from any other node on the system. Each packet
has its own head symbol which contains the same informa-
tion as the client port heads. The type field marks each
symbol as a head, payload, tail, or access.

4.2 DATA AND FRAMES

It QuickRing technology, there are two types of payload
symbols, data symbols and frame symbols, but their distinc-
tion is only of interest to the clients. The QuickRing control-
ler does not discriminate between them, except to preserve
their identity.

The Frame symbol can be used to identify a special kind of
data of interest to the clients. For example, it can be used to
designate the beginning, end, or address of a stream. It may
also distinguish between data streams at the client inter-
face. QR1001 maintains this symbol identity but treats it
only as another payload symbol.

4.3 SYMBOL FLUX ON RING

At the client (transmit and receive) ports, the length of a
payload stream that is uninterrupted by a head is unbound-
ed. On the ring (upstream and downstream ports), payloads
are bounded; there is an upper bound that gives the con-
cept of a packet. There are two types of packets: normal
and low bandwidth (LB). There is a ring protocol defining the
symbol sequence. For normal packets, the maximum num-
ber of payload symbols associated with one head is 20 sym-
bols. Variable length packets can have payloads anywhere
between 1 and 20. The muiticast and fixed iength packets
are controlled by the client as to how long they are on the
ring. The largest packet ever on the ring is 21 symbols
in all. However, packets may be less than 21 symbols. The
LB packet always consists of a Head and one payload on
the ring even though it is unbounded on the client ports.

4.4 DATA ON THE RING (HEAD, PAYLOAD, TAIL)

QuickRing technology transports streams of payload sym-
bols from source nodes to target nodes through the ring
interconnect. QuickRing technology internally assembles
packets from the data that the client writes into the transmit
port. in variable length mode, this data is eventually trans-
mitted in packets of 1 to 20 payload symbols. A head sym-
bol precedes the packet and the last payload symbo! of a
packet is specially marked as the ring tail of that packet (this
is different from data-tail and frame-tail on the client). The

head holds the source and the destination node IDs, plus
other information that uniquely identifies the stream to
which the payload symbols belong.

Payload symbols consist of 32 bits of user defined informa-
tion plus 3 type bits. The type bits on the ring are different
from the type bits on the client but this manipulation is invisi-
ble to the client and will not be discussed in this document.

4.5 ACCESS SYMBOLS ON THE RING
(VOUCHER, TICKET, ABORT, NULL)

Access symbols are used on the ring to control the traffic
flow. They are never visible to the client ports and never hop
to other rings. Vouchers and tickets are used for the reser-
vation protocol which prevents FIFO overflow. The abort
symbol is generated by a node that detects a ring error
condition and informs all other nodes in the ring that an
error condition existed. The null symbol is used when no
traffic is present. It serves the purpose of an idle symbol.

Before a source node can launch a packet onto the ring,
permission to transmit must first be granted by the target
node. To get permission to transmit, the source node sends
a voucher to the target node. To grant permission to trans-
mit, the target node checks for space available in the Target
FIFO and sends a ticket back to the source node. This is
done only in response to a voucher. When the source node
sends a voucher, the target node may (1) absorb the vouch-
er and return a ticket or (2) if no voucher queue space is
available, return it. If the source receives the ticket, then it
may send one packet to the target that returned the ticket. If
the source received its own retumed voucher, then it will
retransmit the voucher after 100 clocks to try again for a
ticket. The number of refries for the voucher is unlimited
until the target returns a ticket. Under normal circum-
stances, the target will return a ticket in response to a
voucher, even if it saves accumulated vouchers in a queue
(room for 30 vouchers) and issues tickets with significant
delays. The return of a voucher to its source should occur
only if resources for queuing vouchers in the target node are
exhausted.

A voucher and ticket pair will always make a complete loop
on the ring. This delay before launching a packet adds to
the latency inherent in the QuickRing protocol. The latency
then is directly proportional to the number of nodes in the
ring. Since the voucher and ticket symbols have the highest
priority in bypassing nodes, the latency is minimized and
kept almost constant as long as the vouchers are not stuck
in a deep queue at the target handler.

4.6 RING ERRORS

The ABORT signal is intended to show the ring is operating
in an error free condition. |f an error occurs on the ring, it will
be logged by the first node to detect it and then all nodes
will be notified (abort symbol circulated) that an error was
detected. The ABORT function is not intended to be an er-
ror correction or recovery mechanism by itself. it may give
useful information to an error recovery and correction proto-
col existing at a system level.
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4.0 Ring Interface (continued)

The ABORT signal will be asserted if an EDC error, illegal
node address (greater than Max ID) or illegal sequence of
symbols (sequential heads for example) is detected. All ring
symbols, including nulls, are checked for EDC. The detec-
tion of an emror condition launches an abort symbol at the
detecting nodes downstream port. In addition, the erred
symbol which triggers the ABORT assertion may go to the
Bypass FIFO to continue downstream. If the erred symbol is
launched before the abort symbol, it will trigger more
ABORT assertions if it amives at an upstream port before
the abort symbol. The initial occurrence of an abort is cap-
tured in the diagnostic register. The ABORT pin is also as-
serted, flagging an abort condition to the client. No subse-
quent abort condition will be logged until the diagnostic reg-
ister is read or reset occurs.

The ABORT signal is cleared by asserting RESET which
means all nodes in the ring must perform the reset and
initialization. QR1001 does NOT require reset and initializa-
tion procedures to clear the ABORT signal. The ABORT
signal and associated error status bits are cleared by read-
ing the error status bits (“read to clear”) of the diagnostic
register (RxSEL = A). ABORT signal is cleared a minimum of
3 clock cycles after reading the diagnostic register. The syn-
drome word bits are also reset, and overwritten in the fol-
lowing clock cycle.

When a ring abort condition is flagged, an abort symbol is
sent downstream from the node detecting the abort. If the
abort was due to an EDC failure, this abort symbol can over-
write any symbol that is currently at the downstream port. All
transmitted symbols, including heads, tickets and vouchers,
may be overwritten. The possibility exists of corrupting
transmitted data, and/or inhibiting transmission by corrupt-
ing access symbols or heads. The possibility also exists that
the error was a transient event on a harmless ring symbol
and no further problems occur. This is when the “read to
clear” function becomes useful. If the abort was due to an
illegal sequence of symbols or an illegal address, the abort
symbol will replace the erred symbol and cause no further
corrupted symbols. All these situations may be relieved by
using a global reset.

A global reset must always be used in the case of an abort
caused by an illegal node address. This is because data
queued to the transmit FIFO walits for the receipt of a ticket
before being sent out on the ring. If the header includes an
invalid target address, a ticket will never be received and
data remains in the transmit FIFO. The only way to clear this
transmit FIFO and avoid a potential deadlock situation is
through a global reset. When an abort occurs, polling the
error status of the diagnostic register will indicate if an inval-
id address has been issued.

5.0 Clock Signals

There are four clock domains in QuickRing, one for each
port. The transmit and receive ports are clocked by TxCLK
and RxCLK, respectively. The QR1001 core logic is clocked
either from RGCLK (CKSRC asserted) or from UpCLK

(CKSRC negated). The upstream port is always clocked by
UpCLK. Each controller derives the DnCLK from the clock
that drives the downstream port.

TABLE 5-1. Clock Signal

QRO0001 Interface CKSRC Clock Source
Downstream Port, H RGCLK
CLKOUT L UpCLK

The client ports are asynchronous from each other. The
Upstream and Downstream ports are synchronous with
each other when CKSRC is negated, and frequency locked,
not phase locked, when CKSRC is asserted.

For all clocks, the minimum period is 20 ns, for a maximum
frequency of 50 MHz.

5.1 FIFO Flags
QR1001 provides the capability to monitor status of the
transmit and receive port FIFOs. A description of the corre-

sponding register bits is shown in Table 5-2 and refer to
Table 3-20 also.

TABLE 5-2. Dlagnostic Register
FIFO Flag Blts (RxSEL = D)

23 22 21 20
TargetFIFO [ TxXFIFO | TxYFIFO LB FIFO
Available =1 | Empty =1 | Empty =1 | Empty = 1

The target FIFO available flag indicates that at least one
ticket is available at the time this register is polled. Each of
the Tx FIFQ empty flags is high (= 1) when there is no data
in the FIFO at the time the register is polled. The status of
each Tx FIFO (X, Y, and Low bandwidth) may be monitored.
These flags do NOT indicate the presence of data that is
currently being transmitted at the client ports but has not yet
reached the Tx FIFOs.

6.0 ABORT Signal

The ABORT signal is an output of the QR1001. Any one of
the following events can cause the ABORT signal to be
asserted:

— EDC error {checked on all symbals, including ring ac-
cess symbols; vouchers, tickets, nulls, aborts)

— lllegal symbo! sequence detected on the QuickRing (for
example, sequential heads)
— Node ID detected greater than maximum node ID in the
ring
— Received an Abort symbol at the upstream port
The ABORT signal can be cleared in 2 ways. One is assert-
ing RESET which leads to a global reset and initialization of
the ring. The other is to read the Diagnostic register that
contains the error status (RxSEL = A). This last method only
clears the error status and syndrome word registers and
does not lead to or require a global reset. If there is a packet
blocking one of the transmit FIFOs because a voucher, tick-
et or head was corrupted, reading the diagnostic register will
not clear that blockage. The blockage can only be cleared
by a global reset.
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7.0 Bridges

QuickRing technology has the ability to link rings together
and pass traffic from one ring to another. This is referred to
as bridging rings. The header has HOP fields which can be
used to address nodes in rings other than the source node’s
local ring.

In a single ring, the maximum number of nodes is sixteen.
Within a ring, the PIPE signal will most probably be asserted
for ease of interfacing to the QR1001. In a multiple Quick-
Ring topology; the individual rings may be connected to-
gether through bridges. The system may implement a very
basic bridge or an intelligent bridge.

For a basic bridge implementation, two QR1001 controllers
can be directly connected through their client ports, provid-
ing a bridge between two rings. The PIPE signal should be
negated in bridge operation so that the Rx and Tx port tim-
ing will be compatible. Also, the TxOK signal is connected to
the RxSTALL signal. QR0O001 timing characteristics wili sup-
port bridging. However, an external flip-flop may be used to
achieve additional setup and hold time margins. For more
sophisticated bridges, external logic can implement an add-
ed layer of protocol.

The HOP fields are used, with respect to bridges, when im-
plementing multi-ring topologies. The HOP fields may be
used as desired in a single ring topology (i.e: to distinguish
various data streams). Refer to Client Interface Field Defini-
tions sections for more information.

8.0 Little/Big Endian Issues

This QR1001 datasheet uses strict little endian labeling con-
ventions to indicate bit positions. The device itself is neither
big endian nor little endian. No assumption is made in
QR1001 about the relative significance of bytes within any
payload symbol. Table 8-1 is for reference only:

Big Endlan: MSB(yte) of the information (data/address) is
stored at the least significant address location.

Little Endian: LSB(yte) of the information (data/address) is
stored at the least significant address location,

TABLE 8-1. Big/Little Endian

Big Endian

MSb(it) LShit)
bit-0 bit 31
[0:7] [8:15] [16:23] [24:31]
MSB(yte) LSB(yte)
byte 0 byte 1 byte 2 byte 3
address: address: address: address:
(n) n+1) (n+ 2) (n+ 3)

Little Endian
MSh(it) LSbit)
bit 31 bit 0
[31:24] [23:16] [15:8] [7:0]
MSB(yte) LSB(yte)
byte 3 byte 2 byte 1 byte 0
address: address: address: address:
n+3) n+2) (n+ 1) (n)

9.0 Reset and Initialization
9.1 RESET

The controller must be reset after power up. Reset can be
released from each node in any order but only after all
nodes in a local ring have asserted reset and are simulta-
neously in the reset state. External logic should assert
RESET to all nodes on the ring during system power up and
when a reset is required to correct an abort condition. The
release of RESET to the single node in the ring with NODEO
asserted will begin the initiallzation process. The ring initiali-
zation proceeds to completion only after RESET has been
released to all nodes.

The first 2 non-null symbols that appear at the receive port
are the node ID number and the largest ID on the ring. The
type associated with this information will indicate a frame
symbol. These values will be present for one clock cycle.
The information can later be retrieved by reading the Diag-
nostics Register through the RxNBL and RxSEL at any time.

9.2 NODEO SELECTION AND INITIALIZATION

Only one QuickRing controiler in a ring can be designated
as Node 0 (NODEQ asserted). For all other controllers on
the ring, NODEO must be negated. Once the ring has com-
pleted the initialization process, the ring is ready for normal
operation. During normal operation, there are no differences
between node 0 and all other nodes.

9.3 NODE ID ASSIGNMENT

After Reset is released to each QuickRing controller, node 0
begins the node ID assignment. Each node receives the
node |D of its upstream neighbor on RxS[31:28], assigns its
own address as node ID + 1, and passes its new node ID
to its downstream neighbor. When this sequence returns to
node 0, the last node ID is declared the max node ID and
circulated to all nodes in the ring.

After initialization, the first two non null symbols that appear
at the receive port indicate to the client interface the node
ID number of the controller, and the largest ID number on
the ring. This information can be used to configure the client
interface.

The node ID (Node ID) and largest node ID in the system

{Max ID) can be read later from the internal diagnostics reg-
ister in the controller.

9.4 SEQUENCE FOR NODEO

As soon as RESET is released by node 0, it begins to send
a probe symbol downstream. When this symbol returns, all
nodes in the ring have come out of reset and are ready for
initialization.

1) The initialization begins by the controller with the NODEO
signal asserted assigning itself to be node 0.

2) Node 0 then begins to transmit a stream of identical
symbols at the downstream port whose high order four
bits are [0,0,0,0]. No lower order bits are used in the
initialization procedure.

3) The first downstream node to receive this symbol incre-
ments the value to [0,0,0,1] and becomes node 1.

4) The node forwards the symbol containing a value of 1.
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9.0 Reset and Initialization (continued)

5) Each node in turn increments the value and takes on its
own unique node ID.

6) When the node 0 receives the symbol at its upstream
port, the value of the symbol is the largest ID number in
the ring.

7) Node 0 stores this value and forwards it around the ring.

8) All nodes store the Max ID and forward this symbol un-
modified.

9) Once this symbol returns to node 0, node 0 begins to
transmit an initialization complete symbol.

10) As soon as each node, including node 0, detects the
initialization complete symbol, its initiallzation sequence
is completed, and it may begin to transmit vouchers,
tickets and packsts.

11) During this sequence, the controller forwards the node
ID and the Max ID to the receive port.

9.5 SEQUENCE FOR ALL OTHER NODES ON THE RING

1) Release of RESET from a node causes that node to
begin monitoring its upstream port. The node transmits
all symbols it receives at the downstream port.

2) When the upstream port receives the first non-null type,
the accompanying symbol field is interpreted as the
node 1D of the upstream neighbor.

3) The node increments the symbol field value, stores the
new value internally, and then forwards the incremental
value at its downstream port. The stored value becomes
the local node ID. This node 1D number is propagated to
the node’s receive port so the client interface can learn
its ID number.

4) Some time later, the Max ID symbol arrives at the up-
stream port. The value of this symbol is stored internally
and represents the numerically greatest node ID residing
on the ring. The node forwards this symbol to its down-
stream port. This value is also forwarded to the receive
port, so the client can learn the number of nodes on the
fing.

5) The initialization complete symbot will arive at the up-
stream port. As soon as this symbol is forwarded to the
downstream port, the node may commence normal ring
operation. if at any point there is a node ID detected
whose value is greater than the greatest ID residing on
the ring, an abort symbol is sent and it is considered as a
tailure. For the client interface, the first 2 non nult sym-
bols that appear at the receive port are the node 1D num-
ber and the largest (D on the ring.

In a 1 node ring, the complete initialization process will take

about 42 clock cycles from the release of RESET to the

delivery of Max ID at the client receive port. TxOK will assert
at about 23 clock cycles. Each additional node in the ring
will add about 8 clock cycles to the total initialization time.

For example, all nodes in a 3 node ring will have the Max ID

delivered in about 58 clock cycles.

10.0 QR1001 Operation Flow

10.1 RING TRAFFIC FLOW PRIORITIES FOR DOWN-
STREAM PORT TRANSMISSIONS

Alter the initialization process is complete, all nodes on the
ring are ready to transfer packets. Data streams can be
queued and de-queued to and from the QR1001 through the

Client Interface on all nodes. As traffic builds on the ring, the
QR1001 prioritizes the information flow through the node
onto the ring. Following is the list, in descending order, of
the paths inside the QR1001 that process information to be
sent onto the ring through the downstream (DnSS) port. Re-
fer to the QR1001 block diagram.

1) The highest priority is given to tickets and vouchers
passing through the node. This QR1001 is simply for-
warding the access symbols on the ring that are destined
for other nodes. This serves to minimize the latency in-
volved in the FIFO reservation protocol.

2) LB Target Handler: Sends out low bandwidth tickets gen-
erated by this node. (Includes voucher rejects when ex-
ceeding the LB voucher storage capacity.)

3) Target Handler: Sends out normal tickets generated by
this node. (Includes voucher rejects when exceeding the
normal bandwidth voucher storage capacity.)

Local sourced reservation vouchers launched by this
node.

LB FIFO: Generates a voucher when the LB symbol gets
to the head of the FIFO.

X or Y FIFO: For variable sized packets, it generates a
voucher as soon as the first payload symbol is loaded
into the FIFO. Also, generates another voucher as soon
as the 21st symbol (associated with the same head) is
loaded into the FIFO. Further, continues to generate a
voucher for each packet (maximum bundle of 20 sym-
bols). For the fixed length packets, it generates the
voucher when the tail symbol arrives in the FIFO (refer to
Section 3.3.4).

Ring FIFO: This QR0O001 is forwarding data destined to
other nodes.

Sends out locally generated packets from this node’s X,
Y, or LB FIFQ. At the beginning of each packet, the traf-
fic flow priorities are checked. The source (X, Y, or LB)
FIFQ can transmit when the Ring FIFO has at least 28
empty positions.

10.2 INSIDE THE SOURCE NODE
(DEVICE TRASMITTING DATA)

At the source node, as soon as QR1001 latches a head and
a payload symbol, in the X or Y FIFQ, it sends a voucher to
the target node. The source node waits until the target node
sends a ticket back before transmitting a packet. During this
time the client interface can write payloads into the control-
ler.

When QR1001 detects that a single packet will not be
enough to transmit all data in FIFO X or Y, another voucher
is sent to the target node. Additional vouchers are sent, as
soon as the controller deems it necessary, to complete the
transmission. This action is intended to hide the latency be-
tween the transmission of vouchers and the receipt of tick-
ets. A maximum of 3 vouchers can be outstanding from both
the X and Y FIFOs at the source node. Vouchers have high-
er priority than payloads, and they can be launched inter-
leaved in current outgoing packets.

At the source node, only when a ticket is received is a pack-
et sent. A packet is formed by 1 head and anywhere from 1
to 20 payload symbols. The largest packet is 21 symbols, 1
head symbol and 20 payload symbols. The iast payload
symbol of a packet is always identified as a tail. This is
encoded in the ring type field.
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10.0 QR1001 Operation Flow (continued)

When operating in variable mode the OuickRing controller
does not wait for any specific number of data symbols to
send a packet. f the client interface is slow in writing data at
the transmit port, QuickRing could send packets with less
than 21 symbols. The same will occur in transmissions
where the total number of payloads is not a multiple of 20.
The QuickRing controller is designed to transmit the data in
the transmit pipeline as soon as possible.

Fixed or multicast operation guarantees that a packet will
not be transmitted on the ring until one of the following is
queued at the client port: a tail symbol, the 21st payload
symbol, or a new head. This allows the user to define the
size of a packet being transmitted on the ring. The voucher
for the packet will not be generated until the final symbol of
the fixed length packet is queued in the transmit FIFO, This
may add some additional latency to the first fixed length
packet launched, but subsequent packets will only incur the
latency the client adds in getting the tail symbols into the
transmit port.

10.3 SUMMARY OF SOURCE NODE ACTIONS

QR0001 and QR1001 directed mode send a voucher from
the source node to the target node as soon as it has at least
one payload to transmit. (in the X or Y FIFOs.)

QRO001 and QR1001 variable length mode send an addi-
tional voucher as soon as it identifies that one packet is not
going to be enough to transmit all the data in the transmit
pipeline.

QR1001 fixed length mode waits for the tail to arrive in the
transmit FIFO before launching the voucher.

No packet, except multicast packet, is sent until a ticket is
received. This includes low bandwidth packets.

QRO0001 and QR1001 directed mode do not wait for data;
therefore, packets could vary in size.

The largest and most efficient packet is one formed by 1
head symbol and 20 payload symbols, 21 symbols in all.
Low Bandwidth packets are 1 head and 1 payload symbol
on the ring (unlimited on the client).

The client interface must stop writing data at the transmit
port within 20 non-null symbols after TxOK negates. The
count is reset if TXOK asserts again.

10.4 INSIDE THE TARGET NODE

At the larget node, if the receiving controller has space for
one 20 symbol packet in the Target FIFO, it will send a
ticket immediately to the source node in response to a
voucher. A QR1001 Target FIFO has space for 3 normal

packets and 6 low bandwidth packets; therefore, the con-
troller can have only 3 outstanding normal tickets and 6
outstanding low bandwidth tickets. If all tickets have been
given, the receiving QR1001 will queus incoming vouchers
in one of two special buffers, called Target Handler and LB
Target Handler. The Target Handler can store 30 vouchers
and the LB Target Handler can store 10 vouchers for low
bandwidth transmission.

At the target nods, a ticket is made available as soon as a
packet has exited the Target FIFO to the Rx Resynchroniz-
er.

If the target node cannot return a ticket or store the voucher
to be handled later, it will return the rejected voucher to the
source node. (The Source will sink the voucher and the
node will then resend the voucher after 100 clock cycles.)

10.5 SUMMARY OF TARGET NODE ACTIONS

The target FIFO can store 3 normal packets and 6 low
bandwidth packets. Therefore, only 3 normal tickets and 6
LB tickets can be outstanding at one time.

QR1001 can store 30 normal vouchers and 10 LB vouchers
before returning a voucher-reject to the source node.

The Head Stripper will remove redundant heads before en-
tering the Target FIFQ, unless they are fixed length or multi-
cast.

Data may arrive at the Rx Port on every tick of the clock

unless the client stops the flow through the RxSTALL input.

RxET can be used to monitor the kind of data entering the

receive pipeline up to 20 symbols before it appears at the

receive port. When the Rx pipeline is free flowing in the

unblocked pipe (RxSTALL is negated), RxET will indicate

the Type:

1. three clock cycles earlier then the symbol (RxS) in the
pipelined timing and

2. two clock cycles earlier then the symbol (RxS) in the'
non-pipelined timing.

11.0 Board Considerations

11.1 UPSTREAM PORT SIGNAL TERMINATION

The ring interface upstream port signals, UpSS[5:0] and
UpCLK, need external termination resistors. The termination
should be a 1009 resistor between the differential signal
pair. The resistor should be placed as close to the upstream
port pins as possible. Minimum parasitic inductance and ca-
pacitance is desirable. Surface mount chip resistors with
*+1% tolerance are recommended. See Figure 71-1.

# upss* bnss*

1000 5: QR1001

bnSS ™

upss*

<
long QR1001

-p] UpSS ™~

UpSS ™

A 4

TL/F/12048-21

FIGURE 11-1. Termination between the Ditferential Signal Pair
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11.0 Board Considerations continued)

11.2 QuickRing PHYSICAL LAYER DETAILS

If the QuickRing signals on one of the 6 lines were switching
between 1 and 0 on every bit, they would be switching at
175 MHz. The bit rate is twice the maximum possible fre-
quency of the signals. QuickRing’s 175 MHz data signals
dictate special care for the physical layer design and layout.
The use of LVDS (Low Voltage Differential Signals) enables
the very high frequency operation. The LVDS also eases
design because the differential signals are forgiving to cer-
tain impedance discontinuity in the signal path. If the discon-
tinuities are at the same electrical distance and have the
same magnitude, they will incur minimum distortion to the
differential signal. Each single ended signal may appear to
have reflections, but if the differential pair has the same
minor reflections, then the differential signal will be minimal-
ly affected. The skew between the pairs and inside the pairs
are critical design criteria. The basic guidelines for trans-
porting the ring signals should be observed.

The skew between pairs is critical. The 350 MBaud signals
only provide a bit width of about 2.86 ns. The QuickRing
UpPort needs 2.36 ns of this bit width (including transitions)
to successfully sample the value for each subsymbol. This
allows for a total skew budget of 0.5 ns. This budget allows
a window into which all signals must fit under all circum-
stances. The interconnect between DnPort and UpPort
should be limited to 500 ps. Care shouid be taken to provide
skew margin. The 500 ps includes the skew from driver out-
puts. The remainder can be divided between PCB traces,
connectors, headers, cables and all other media used in the
signal path. As ring clock frequency decreases, the skew
specification can be loosened, but it is recommended to
keep skew as minimal as possible.
°

I XXX
i X__ XX

Upss(5] (

—| |*+— S00ps

Upssio}

TL/F/12048-22
FIGURE 11-2. Upstream Port Signals Must Occur in
the 500 ps Window at the Recelver Input

The skew within a pair needs to be controlled because of
the EMI considerations. The simultaneous and opposite
transitions on paths within a pair create equal and opposing
electromagnetic fields. These fields, the source of EMI,
serve to cancel each other thereby reducing EMI. The skew
within a pair should be controlled by using the same length
traces which have the same impedance discontinuities.
They should also be close to each other so that the oppos-
ing single ended electromagnetic fields cancel one another
out.

The length of node interconnects is not critical to the opera-
tion of QR until it degrades signal integrity. Nodes in a ring
can have different length interconnects. The maximum
length of the interconnect depends on two qualities of the
interconnect: transition time degradation and amplitude at-
tenuation. Any extension in transition time, due to the high
frequency filter affect of the interconnect, subtracts from the
skew budget. The trade-offs between the skew and tran-

sition time degradation must be balanced to allow for the
correct amount of sample time for the UpPort.

The signal attenuation affects the differential signal ampli-
tude at the receiver input. The receiver requires a differen-
tial voltage of at least 100 mV to guarantee correct opera-
tion. As long as the differential voltage is guaranteed to be
at least 100 mV and all the skew budget specifications are
met, the receiver will operate correctly.

12.0 Power and Decoupling Issues

12.1 POWER ISSUES
The QR1001 device internally has five distinct power re-
gions.
1)} Logic power pin names
(Vce 4, 5, 12, GND 18, 19, 28, 29);
2) Client receive port output power pin names

(Ve 6,7, 8,9, 10, 11; GND 20, 21, 22, 23, 24, 25, 26,
27y,

3) LVDS power pin names

Vec 1.3, GND 1, 2, 4,5, 6,7, 8,10, 11, 12, 13, 14, 16,
17),
4) PLL and delay element power pins
(Vec 2; GND 9);.
5) Bandgap power: Quiet Vg and Quiet GND
(QVeg: pin 10; QGND: pins 121, 160)
it is recommended that the PC Board have separate Gnd
and V¢ planes. Also, Power Region 2 should be carefully
decoupled from the power plane. The decoupling aids in

damping the Receive Port current spikes to the remaining
plane.

12.2 DECOUPLING ISSUES

The high frequency, mixed signal operation of QuickRing
technology requires good power supply noise suppression.
Experience with the QRO001 showed extra attention must
be given to the power regions 2 and 4 for maximum frequen-
cy operation. The QR1001 design has taken this susceptibil-
ity into account and noise suppression features have been
incorporated. However, their effectiveness has not been
verified yet. As a precaution, the lessons learned will be
suggested for the QR1001.

it is currently recommended that 0.001 pF capacitors be
placed locally on all Ve pins of the device to provide an
even filtering. Bulk capacitors, 4.7 pF to 10 pF, should also
be placed very close to the device to provide additional low
frequency noise filtering. Refer to Figure 12-2. In addition,
an extra 0.01 uF should be placed in parallel to get high and
low frequency filtering for each Vg pin shown in Figure
12-2. However, it is recommended each capacitor should
have a via directly to the Vgg and Ground planes.

For power region 4 (PLL and delay element power pin), a
decoupling capacitor should be placed as close to the pins
as possible (between Vo2 and GNDS). A 10 pH inductor
for the ground lead can be used in series to block high
frequency noise from using this path. A trace from the pin
directly to the capacitor is recommended and separate vias
o ground plane. Refer to Figure 12-1. Another proven im-
plementation has used a 112 resistor in series to the Voo
pin, Vg2, and an additional capagcitor, 4.7 pF, in parallel to
the capacitor but on the power plane side of the resistors.
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via to VCC
plane via to GND
plane
10 pH
e 0.01 uF On
Vec2 GNDS

QR1001 Device

TL/F/12048-23
FIGURE 12-1. PLL Decoupling

Following is a list of PCB recommendations:
1. Use one ground plane and at least one Vg plane.

2. Use a range of decoupling capacitors values. These de-
coupling caps should be high Q factor chip capacitors
(chip caps have little parasitic inductance). The different
QuickRing port frequencies require decoupling over a
range of frequencies. The decoupling caps should not
share vias to the ground plane, as this would defeat the
noise suppression across the desired frequency range.

12.0 Power and Decoupling Issues (continued)

3. Decoupling caps should be placed as close to the device

power pins as possible. Extreme care should be taken
placing the power region 4 decouple caps close to the
power pins. This decoupling cap is recommended as
0.1 pF. The caps at the ends of RxPort (region 2) are
recommended to be 0.001 pF and 0.01 pF. These caps
should be used as noise barriers between this region and
the high frequency ring port region.

Note: Further testing is bsing done to find the most efficient size and

number of capacitors to use for maximum performance.

. Care should be taken for ensuring RGCLK, TxCLK, and
RxCLK have clean transitions and no refiections or ring-
ing. Transmission line design techniques must be used.
As a rule of thumb, if the signal path electrical length
(propagation delay time) is greater than 0.125 times the
clock transition time, the line should be terminated. For
example, if the clock edge is a minimum of 2 ns, the
trace electrical length should be less than 250 ps or ter-
mination should be used. Assuming a typical 140 ps per
inch propagation delay, the clock signal traces should be
no more than 2 inches long without termination.

0.001 uF

r e ]
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1
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Vood w
V 12 cC w
5 [ 10 uf 1 X
1(21) # (108) 2 =
> ] 10 uF 1 e 3
= ! GND18 =1 =
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I GND25 Vec9 GND24  Vec8 GND23  Vpc7 GND22  Vegb g
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L_—l—- ]-—-I —-l __ I ——— I-— - em e o
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0.001 uf

TL/F/12048-24

FIGURE 12-1. QR1001 Power Region Isolation
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13.0 DC Electrical Characteristics

Parametrics Disclaimer

The current AC and DC specifications contained In this document are target design specifications. Currently, this
Information does not represent all actual guaranteed tested timing parameters. Guaranteed specifications will be
provided after full device characterization. For more specific information regarding DC and AC parameters, contact
Natlonal Semiconductor.

Absolute Maximum Ratings

If Military/Aerospace specified devices are required, please contact the National Semiconductor Sales Office/
Distributors for availabllity and specifications.

DC Supply Voltage (Vo) —0.51t0 +7.0v
DC Input voltage (Vin) —0.5Vto Voo +0.5V
Storage Temperature Range (Tstg) —55°G to +150°C
Power Dissipation (Pp) 2.2W
ESD Rating 2000V

Recommended Operating Conditions

Supply Voltage, Ve 4.75V to 5.25V
Operating Free Air Temperature 0°Cto 70°C

DCTTL Specifications, Client Ports Ta = 0°Cto 70°C, Vo = 5V 5%, unless otherwise specified

Symbol Parameter Conditions Min Max Units
VIH Minimum High Level Input Voltage (Note A) 2.0 \'
ViL Maximum Low Level Input voitage (Note A) 08 \
VOoH Minimum High Level loH = —400 pA 2.4 v
Output Voltage ’
VoL Maximum Low Level loL=8mA 0.4 v
Output Voltage '
I Input Leakage Current Vin = Ve (Note A) -1.0 1.0 pA
Iin input High Current Vin = 2.0V (Note A) 1.0 pA
M input Low Current ViN = 0.8 (Note A) -1.0 pA
Ipp Dynamic Supply Current Voo = 4.5V, 5V, 5.5V 450 mA
Vi = 2.4V, V)L = 0.4V (Note A)
lcc Static Operating Supply Current RESET, RxSTALL, RXOE = 3.5V
Other CLIENT INPUTS = 0.4V 200 mA
Voo = 4.5V, 5V, 5.5V (Note A)
loz Maximum TRI-STATE Output RxOE = 2V (Note A)
-10 10 RA
Leakage Current

Note A: Limit guaranteed by test program.
Note B: Limit based on simulation results.
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DC Electrical Characteristics, Ring Ports
DC DIFFERENTIAL GENERATOR SPECIFICATIONS, T, = 0°C to 70°C, Vec = 5V 15%, unless otherwise specified

Symbol Parameter Conditions Min Typ Max Units
VoH QOutput Voltage High, Vo and Vog Rioad = 1002 (NoteB) | Vo + 0.3 1.4 1.5 \
VoL Qutput Voltage Low, Voa and Vpg Rioad = 1008 (Note B) 0.9 1.0 Voq — 0.3 v
Voo Differential Output Voltage Rioad = 1000 (Note B) 300 400 500 mv
AVopp Ditferential Voltage Change between Rioad = 100Q (Note B)
A 0 50 mvV
Complimentary Output States
AVps Output Offset Voltage Change between Rioad = 10082 (Note B)
) o] 50 mv
Complimentary Output States
DC Receiver Specifications 1, = 0°cto 70°C, e = 5V +5%, unless otherwise specified
Symbol Parameter Conditons Min Typ Max Units
’ ' = +
\7 Input Voltage, Viar and Vig Vgpd = £900 mV 0 3 v
(Note B)
VT1H Differential High Input Threshold (Note 1, B) +100 mv
VTL Differential Low Input Threshold (Note B) —100 mv
Note 1: Vg = ground potential difference voltage between the generator and receiver.
AC Receiver Specifications 1, ~ 0°c 10 70°, Vg = 5V £5%, unless otherwise specified
Symbol Parameter Conditions Min Typ Max Units
toSKEW Receiver Propagation Delay Skew Any Two Channels on IC
0 250 ps
(Notes 2, 3, B)
towd Pulse Width Distortion (to) 4—tpH) One Channel at Receiver
- +
Output (Notes 2, 3, B) 250 2%0 ps
tSKEWIN Differential Channel to Channel Skew Measured at 50% of 500 ps
That Can Be Tolerated at Receiver Inputs Transition (Notes 2, 3, B)
Note 2: These specifications are not tested but verified by design.
Note 3: A 300 mV differential signal is used to stimulate the receiver input circuitry.
AC Differential Generator Specifications
Ta = 0°C 10 70°C, Vo = 5V +5%, unless otherwise specified
Symbol Parameter Conditions Min Typ Max Units
t Voa and Vop Rise Time, 20% to 80% Z) pad = 1000 (Note B) 200 400 600 ps
t Voa and Vg Fall Time. 80% to 20% 200 400 600 ps
tskew Generator Propagation Delay Any Two Channels on IC
200 ps
(Note B)
towd Pulse Width Distortion (tp| y—tppy) One Channel, Difference
between Differential Prop —200 +200 ps
Delays (Note B)
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14.0 AC Timing Parameters

Parametrics Disclaimer

The current AC and DC specifications contalned In this document are target design specifications, limited sampled
empirical data, and some characterization data. Currently, this information does not represent all actual guaranteed
tested timing parameters. Guaranteed specifications will be provided after full device characterization. For more
specific Information regarding DC and AC parameters, contact National Semiconductor.

It Military/Aerospace specified devices are required, please contact the National Semiconductor Sales Office/
Distributors for avallability and specifications.

AC TTL PARAMETERS
Tx Port Timing
1
2B
ha { ) ! U_
— 7 .
3 4
TxS[31:0]
Tx¥[2:0]
5
Tx0K
TL/F/12048-25
# Symbol Description Min Typ Max Units
1 trokp Transmit Clock Period 20 ns
(Note 1) (1/t = T: @50 MHz, T = 20 ns)
2A tTCKPWH Transmit Clock Pulse Width High (fmax = 50 MH2) 9 ns
2B trokpwe Transmit Clock Pulse Width Low (frax = 50 MHz) 9 ns
3 trps Symbol and Type Set Up to clock High 5 ns
4 tTOH Symbol and Type Hold Time 2 ns
5 trok Clock High to TxOK Valid 8.7 10 ns
Note 1: This parameter is dependent on clock fraquency.
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RxCLK A

RxS[31:0]

RxET[2:0], RxT[2:0]

14.0 AC Timing Parameters (continued)

Rx Port Timing

51 52
4

50
«-»1 —

*_

~\
)
/

57

-

RxSTALL
59 .60
RxOE y L
61 —6 2"_
RxNBL[3:0] X } 4 X
6% 6 4|
RxSEL[3:0] £ I*-
65
ABORT 2
TL/F/12048-26
# Symbol Description Min Typ Max Units
50 troke (Note 1) Receive Clock Period 20 ns
51 tRCKPWH Receive Clock Pulse Width High (fmax = 50 MHz) ns
52 tRCKPWL Receive Clock Pulse Width Low (fyax = 50 MHz2) 9 ns
53 trsacc Clock High to Symbol Access Time 12 ns
54 tRSVAL Symbol Valid after Clock High 3 9.4 ns
55 tRTACC Clock High to Type Access Time 14 ns
56 tRTVAL Type Valid after Clock High 8.8 ns
57 tRSTLS RAXSTALL Set Up to Clock High ns
58 tRSTLH RXSTALL Hold from Clock High ns
59 tRSHZ RXOE Negated to Symbol Tri-Stated 45 ns
60 tRsLz RxOE Asserted to Symbol Low Z 5 ns
61 tRNBACC Clock High to NIBBLE Access Time 8.6 15 ns
62 tRNBVAL NIBBLE Valid after Clock High 3 ns
63 tRxSELS RxSEL Set Up to Clock High ns
64 tAXSELH RxSEL Hold from Clock High ns
65 tRABT Clock High to ABORT Valid 125 15 ns

Note 1: This parameter is dependent on clock frequency.
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14.0 AC Timing Parameters (continued)
Reset and Other Miscellaneous Timing 1
\ a0 [ 814, 81B
ReCLK M_m_ﬂ_
82
RESET X f
5.5 ——m—
[N —
a3
Vee )
. 83
e WLILILALL
TL/F/12048-27
# Symbol Description Min Typ Max Units
80 trackp (Note 1) RGCLK Clock Period 20 40 ns
81A tRGCKPWH RGCLK Clock Pulse Width High (fyax = 50 MHz) 8 ns
818 tRaCKPWL RGCLK Clock Pulse Width Low (fnax = 50 MHz) 8 ns
82 tRsPw RESET Pulse Width
(Note 1) @50 MHz 230* 100 ns
@33 MHz 320°* 150 ns
83 trLLs Phase Lock Loop Set 3 ms
84 RGCLKS RGCLK Set Up Time to Vgg = 4.0V 0+ ns
* At 50 MHz, i.e., trokp = traokp = trcke = 20 ns
Otherwise, trspw = trckp + 7(traokr) + trokp + 50 ns
. At one node, otherwise, tp | g = 1.5 (note number + 1) ms
b Only applies to clock source node
Note 1: This parameter is dependent on clock froquency.
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RxET[0]

RESET y

RxET[2:1] m
RxT[2:1] :XXX

mok_ XXGRRK

14.0 AC Timing Parameters (continued)

Reset and Other Miscellaneous Timing 2

N

101

gl

100

gl

102

103

m HIGH Z

tas

&

108

=i
e

TL/F/12048-28
# Symbol Description Min Typ Max Units
100 tRsET RESET Asserted to RXET[2:1] High 25 55¢ ns
101 trsT RESET Asserted to RxT[2:1] High 22 55¢ ns
102 tRSTOHZ RESET Asserted to RxT[0]/RxETI[0] High Z 22 55* ns
103 tRSTOH RESET Negated to RxT[0]/RxET[0] High 10 25 55* ns
104 tRsTOLZ RESET Negated to RXT[0]/RxETI0] Low 2 10 22 55* ns
105 tRsABT RESET Asserted to ABORT Valid 10.2 35 ns
106 tRSTXOKN RESET Asserted to TXOK Low 14.6 35 ns
107 tRSTXOK RESET Negated to TxOK High
(Note 1) @50 MHz 150 191+ ns
@33 MHz (Note A) 220 282* ns

Attrcke = 20 ns. Otherwise tpget = trgT = 2trckp + 15 ns

L]

At50 MHz, i.e., trokp = traekp = troke = 20 ns
Otherwise, trsTxokmax = tRckp + 7(taackp) + trokp + trok

Note 1: This parameter is d

1t on clock freqt Y.
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14.0 AC Timing Parameters (continued)

Reset and Other Miscellaneous Timing 3
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TL/F/12048-29
# Symbol Description Min Typ Max Units
150 tMODES MODES Set Up Time to RESET High 9 ns
151 tMODEH MODES Hold Time from RESET High 0 ns
152 tNODEOS NODEQ Set Up Time to RESET High 9 ns
153 tNODEGH NODED Hold Time from RESET High 0 ns
154 teipes PIPE Set Up Time to RESET High 9 ns
155 tPIPEH PIPE Hold Time from RESET High 0 ns
156A tCKSRCSA CKSRC Set Up Time to RESET High same as so0 #83 ms
(Initial applied power or changed CKSRC state) #83
1568 tcKSRCSB CKSRC Set Up Time to RESET High 1 0.05 ms
157 {CKSACH CKSRC Hold Time from RESET High 0 ns

Note 1: This parameter is depenent on clock frequency.
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15.0 Connection Diagram
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/ 160 121
GND2 1 120}~ GND16
Upss +[0] - DnSS +[0]
Upss -[0] -bnss -[o)
GND 1] |-onp17
CKSRC/TxT[0] I 1xs[0]
PIPE/RXET[0] - Txs[1]
NODEO/RxT[0] — - 1x5(2)
RGCLK ~4 - TxS[3]
RESET - Txs[4]
Q¥ec - - Txs(5)
ABORT - T1xs[6]
GND29 - 1xs[7]
RxSEL{3] - Vect
RxSEL[2] - Tx5[8)
RxSEL[ 1]/MODE] 1]~ - Txs[9]
RxSEL[0]/MODE{0] - GND 18
RxNBL[0) - TxS[10
RxnBL[ 1} - Txs(11
RxNBL[2]— Q R1 001 - Txs[12
RxNBL[3) — |- 1xs[13
Voo 12 . - Txs[14
o 160-pin PQFP L sl
GND28 ] . - 1xs[16
Rxs[0] (TOP View) L VeeS
Rxs[ 1] - T1xs[17]
Rxs[2] - - Txs[ 18]
GND27 - GND19
RxS[3] - Txs[19
Veo! 1 - Txs[20
RxS[4] - Txs[21
Rxs[5] -4 - Txs[22
RxS[6] |- 1xs(23
RxS[7] - Txs(24
Rxs[8] - Txs[25
GND26 |- Txs[26
Rxs[9] 4 - Txs[27
Ve 10 - 1xs{28
RxS{10] - - Txs{29
Res[11] - - 1xs{30
Rxs(12] {40 81 TxS[31
41 80
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TL/F/12048-6
Order Number: Description
QR1001-33VUL  Maximum Ring Clock Frequency of 33 MHz
(Point-to-Point Raw Bandwidth of 132 MB/s)
QR1001-40VUL  Maximum Ring Clock Frequency of 40 MHz
(Point-to-Point Raw Bandwidth of 160 MB/s)
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Physical Dimensions inches (millimeters) unless otherwise noted

(31.20 & 0.25) TYP
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(0.15£0.05) TYP

LIFE SUPPORT POLICY

1. Life support devices or systems are devices or
systems which, (a) are intended for surgical implant
into the body, or (b) support or sustain life, and whose
failure to perform, when properly used in accordance
with instructions for use provided in the labeling, can
be reasonably expected to result in a significant injury
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160-Lead (28mm x 28mm) Molded Plastic
Quad Flat Package, JEDEC
QOrder Number QR1001
NS Package Number VUL160A

NATIONAL'S PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT
DEVICES OR SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT OF NATIONAL
SEMICONDUCTOR CORPORATION. As used herein:

effect

2. A critical component is any component of a life
support device or system whose failure to perform can
be reasonably expected to cause the failure of the life
support device or system, or to affect its safety or

- (3.40 £ 0.20)

YUL160A (REV. B)

iveness.

Arlington, TX 76017
Tek: 1(800) 272-9959
Fax: 1(800) 737-7018
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National Semiconductor National Semiconductor National Semiconductor National Semiconductor
Corporation Europe Hong Kong Ltd. Japan Ltd.
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Email:
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europa.support@ nsc.com
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Ocean Cantre, 5 Canton Rd.
Tsimshatsui, Kowloon

Hong Kong

Tel (852) 2737-1600

Fax: (852) 2736-8960

Fax 81-043-299-2408

Naﬁomldoesnolnssmmymmonsibilryforuseolmydmmyducnbed. mcircuitpatmllicmumpheda\dNaﬁonalms&v«mﬁmtatawmwnmlmtummsmmwammm.

3%

B 6501128 0081917 &TO WW



