R

16/18Mbit 2Mr8E/9) & 64/72Mbit (SMx8/9) Concurrent RDRAM

Overview

The 16/18/64/72-Mbit Concurrent Rambus™ DRAMs
(RDRAM®) are extremely high-speed CMOS DRAMs
organized as 2M or 8M words by 8 or 9 bits. They are
capable of bursting unlimited lengths of data at 1.67 ns
per byte (13.3ns per eight bytes). The use of Rambus
Signaling Logic (RSL) technology permits 600MHz
transfer rates while using conventional system and
board design methodologies. Low effective latency is
attained by operating the two or four 1KByte or 2KByte
sense amplifiers as high speed caches, and by using
random access mode (page mode) to facilitate large
block transfers. Concurrent (simultaneous) bank oper-
ations permit high effective bandwidth using inter-
leaved transactions.

RDRAMs are general purpose high-performance
memory devices suitable for use in a broad range of
applications including PC and consumer main
memory, graphics, video, and any other application
where high-performance at low cost are required.

Features

0 Compatible with prior generation RDRAMSs
0 600 MB/s peak transfer rate per RDRAM
0 Rambus Signaling Level (RSL) interface

O Synchronous, concurrent protocol for block-
oriented, interleaved (overlapped) transfers

3 480MB/ s effective bandwidth for random 32 byte
transfers from one RDRAM

0 13 active signals require just 32 total pins on the
controller interface (including power)

0 3.3 volt operation

0 Additional /multiple Rambus Channels each
provide an additional 600 MB/s bandwidth

0 Two or four 1KByte or 2KByte sense amplifiers may
be operated as caches for low latency access

(J Random access mode enables any burst order at full
bandwidth within a page

O Graphics features include write-per-bit and
mask-per-bit operations
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Figure 1: Pin Assignment (SHP-32 top view)

Part Numbers

The 16/ 18- and 64/72-Mbit RDRAM is available in
both horizontal surface mount (SHP) and vertical
surface mount (SVP) packages, and with 533 and 600
MHz clock rate. The part numbers for the various
options are assigned in the following manner:.

R{16,18,64,72}MC-{50,60}-{533,600}
“—» Data rate (MHz)
L» trac access (ns)
Concurrent protocol

» RDRAM size (Mbit)

Example: R64MC-50-600:This designates a 64Mbit
RDRAM using Concurrent protocol, which has a 50ns
trac access time, and which operates at data transfer
rates of up to 600MHz.
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R

16/18Mbit CAME/G) & 64/72MB1t (8Mx8/9) Concurrent RDRAM
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Figure 2: 16/18/64/74Mb1t Concurrent RDRAM Block Dxagram
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Z6/18MB1t CM8/) & 64/72Mb1t (SMr8/9) Concurrent RDRAM

N

General Description

Figure 2 is a block diagram of an RDRAM. At the
bottom is a standard DRAM core organized as two or
four independent banks, with each bank organized as
512 or 1024 rows, and with each row consisting of
1KByte or 2KBytes of memory cells. One row of a bank
may be “activated” at any time (ACTV command) and
placed in the 1KByte or 2KByte “page” for the bank.
Column accesses (READ and WRITE commands) may
be made to this active page.

The smallest block of memory that may be accessed
with READ and WRITE commands is an octbyte (eight
bytes). Bitmask and bytemask options are available
with the WRITE command to allow finer write granu-
larity. There are six control registers that are accessed at
initialization time to configure the RDRAM for a
particular application.

CLK
(RX/TXCLK)

Basic Operation

Figure 3a shows an example of a read transaction. A
transaction begins in interval T with the transfer of a
REQ packet. The REQ packet contains the command
(ACTV/READ), a device, bank, and row address
(BNK/ROW) of the page to be activated, and the
column address (COLa) of the first octbyte to be read
from the page.

The selected bank performs the activation of the
selected row during T and Tj (the tgcp interval).
Next, the selected bank reads the selected octbyte
during T3 and T, (the tcoc interval). A second
command RSTRB (read strobe) is transferred during T3
and causes the first octbyte (DOUTa) to be transferred
during Ts.
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Figure 3: Read and Write Transaction Examples
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16/18MBit (2Mr8/9) & 62/72MbBit (BMrE/9) Concurrent RDRAM

In this example, three additional octbytes are read
from the activated page. These column addresses
(COLb, COLc, and COLd) are transferred in Ta, T4, and
Ts, respectively. The data octbytes (DOUTb, DOUTE,
and DOUTd) are transferred in Ts, Tg, and T;. The end
of the data octbytes is signaled by a third command
RTERM (read terminate) in Tg. The next REQ packet
may be sent in Tg, or in any interval thereafter.

Figure 3b shows an example of a write transaction. The
transaction begins in interval Ty with the transfer of a
REQ packet. The REQ packet contains, the command
(ACTV/WRITE), a device, bank, and row address
(BNK/ROW) of the page to be activated, and the
column address (COLa) of the first octbyte to be
written to the page.

The selected bank performs the activation of the
selected row during Ty and T, (the tgcp interval). A
second command WSTRB (write strobe) is transferred
during T, and causes the first octbyte (DINa) to be
transferred during Ts.

In this example, three additional octbytes are written
to the activated page. These column addresses (COLb,
COLg, and COLd) are transferred in Ty, T3, and Ty,
respectively. The data octbytes (DINb, DINc, and
DING) are transferred in T4, Ts, and Tg. The end of the
data octbytes is signaled by a third command WTERM
(write termination) in Tg. The next REQ packet may be
sent in Ty, or in any interval thereafter.

Interleaved Transactions

The previous examples showed noninterleaved trans-
actions - the next REQ packet was transferred g/ the
last data octbyte of the current transaction. In an inter-
leaved transaction, the next REQ packet is transferred
before the first data octbyte of the current transaction.
This permits the row and column access intervals of
the next transaction to overlap the data transfer of the
current transaction.

Figure 4 shows an example of interleaved read transac-
tions. The first transaction proceeds exactly as the
noninterleaved example of Figure 3a (all packets of the
first transaction are labeled with “1”). However, in Tg
the REQ packet for the second transaction is trans-
ferred (all packets of the second transaction are labeled
with “2”). The trep; and tcpcy intervals overlap the
transfer of DOUT1 data octbytes and thus increase the
effective bandwidth of the RDRAM since there are no
unused intervals.

Atransaction consists of an address transfer phase and
a data transfer phase. The REQ packet performs
address transfer, and the remaining packets perform
data transfer (DOUT, COL, RSTRB, and RTERM in the
case of a read transaction). The time interval between
the address and data transfer phases of the current
transaction may be adjusted to match the data length
of the previous transaction (as long as the row and
column access times for the current transaction are
observed). Thus, there are no limits on the types of
memory transaction which may be interleaved; any
mixing of transaction length and command type is
permitted.
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Figure 4: Interleaved Read Transaction Example
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16/28Mb1t (2Mr8/9) & 64/ 72Mbit (SMxE/9) Concurrent RDRAM

Table 1: Pin Descriptions

VDD gt
GND d2 Signal 1/0 Description
DQs g3 - -
DQ8.DQO 1/0 | Signal lines for REQ, DIN, and DOUT packets.
GND H4 (BUSDATA[8:0]) The REQ packet contains the address field,
bQ7 05 command field, and other control fields. These
(NC) g6 are RSL signals®.
ADDRESS g7 CLK I Receive clock. All input packets are aligned to
VDD o8 (RXCLK) this clock. This is an RSL signal. ®
DQé 49
GND d10 CLK I Tr-ansm-it clock. DOUT packets are ali§ned
(TXCLK) with this clock. This is an RSL signal.
DQ5 911
VDDA 012 VREF I Logic threshold reference voltage for RSL sig-
RXCLK 13 nals.
GNDA g14 COMMAND I Signal line for REQ, RSTRB, RTERM, WSTRB,
TXCLK 415 (BUSCTRL) WTERM, RESET, and CKE packets. This is an
vDD 416 SHP and RSL signal. 2
DQ4 df17 | JIF i ADDRESS I Signal line for COL packets with col
Numbering ignal line for packets with column
GND 018 (BUSENABLE) addresses. This is an RSL signal. ?
COMMAND d19
VDD, VDDA +3.3V power supply. VDDA is a separate ana-
SIN g20 ] L
og supply for clock generation in the RDRAM.
VREF g21
SOUT do22 GND, GNDA Circuit ground. GNDA is a separate analog
DQ3 23 ground for clock generation in the RDRAM.
GND 024 SIN 1 Initialization daisy chain input. CMOS levels.
d
ba2 425 sSOuUT O Initialization daisy chain output. CMOS levels.
(NC) d26
DQ1 g27 a. RSL stands for Rambus Signaling Levels, a low-voltage-swing, active-low signal-
GND 028 ing technology.
DQO d29
(NC) O30
GND 31
vDD 32

Mechanical
Support Pin

Mechanical
Support Pin

Mechanical
Support Pin

y Mechanical
Support Pin

Figure 6: Vertical SVP and Horizontal SHP Packages
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R

16/18Mbit (2Mx8/9) & 62/72Mbit (SMx8/9) Corcurrent RDRAM

REQ Packet (Address Transfer)

An REQ packet initiates a transaction by transferring
the address and command information to the RDRAM.
Figure 7 shows the format of the REQ packet. Note that
each RDRAM wire carries eight bits of information in
each tppcxgr This is the time required to transfer an
octbyte of data and is the natural granularity with
which to illustrate timing relationships. The clock that
is actually used by the RDRAM has a period of tcycr g,
with information transferred on each clock edge.

tPACKET is four times tCYCLE'

In the REQ packet, the bits which are gray are
reserved, and should be driven with a zero. In partic-
ular, the bits in tcycpg tg and ty are needed for bus-
turnaround during read transactions.

A35..A3: The address field A35..A3 consumes the
greatest number of bits. These are allocated to device,

bank, row, and column addressing according to
Table 2:

Table 2: A35..A3 Address Fields

OP5..0P0: The command field OP5..0P0 specifies the
type of transaction that is to be performed, according
to Table 3. The OPO bit selects a read or write transac-
tion, the OP1 bit selects a memory or register space
access, and OP5..0P2 select command options.These
command options include B in OP2 (see byte masking
on page 14), D in OP3 for selecting broadcast opera-
tions (see refresh on page 24), and b1,b0 in OP5,0P4
(see bit masking on page 14).

ACTV: This bit specifies activation or precharge/ acti-
vation of a bank at the beginning of a transaction, and
is designated by prepending “ACTV/” or
“PRE/ACTV/” to the command.

AUTO: This bit specifies auto-precharge of a bank at
the end of the transaction, and is designated by
appending “A” to the command.

START: This bit is always set to a one and indicates the
beginning of a request to the RDRAM.

REGSEL: This bit is used for accessing registers.

PEND2...PENDQ: This field is set to “000” for noninter-
leaved transactions, and to a nonzero value for inter-

Field |16/18M 16/18M 64/72M leaved transactions. This is the number: of previous
(1KB Page) (2KB Page) (2KB Page) STRB and TERM packets the RDRAM is to skip. Refer
CoL A9 A3 ~10.A3 A0 A3 ;o l:ha.? Concurrernt RORAM Design Gurde for further
ROW [A19.A10 Al19.A11 A20.A11 1\:7 llvsl() This field i a4 ‘ b W ¢
. H S Ileld 1s used to perform € masking o
BNK A0 A20 A22, AZ1 the first data octbyte DINa fol: all memg’:y write trgns—
DEV | A35.A21 A35.A21 A35.A23 actions (OP1, 0=01). Refer to byte masking on page 14.
Table 3: Command Encoding

ACTV [AUTO {OP5 (OP4 |OP3 |OP2 (OP1 |OP0 |Command Description

0 0 0 0 0 X 0 0 READ Read

0 0 b1 b0 D B 0 1 WRITE Write (b1,b0,B masking and D broadcast options)

0 0 0 0 0 1 1 0 RREG Register Read

0 0 0 0 D 1 1 1 WREG Register Write (D)

0 1 0 0 0 X 0 0 READA Read/ AutoPrecharge

0 1 b1l b0 D B 0 1 WRITEA Write/ AutoPrecharge (b1,b0,D,B)

1 0 0 0 0 X 0 0 ACTV/READ Activate/Read

1 0 bl b0 D B 0 1 ACTV/WRITE Activate/Write (b1,b0,D,B)

1 1 0 0 ] X 0 0 ACTV/READA Activate/Read/ AutoPrecharge

1 1 bl b0 D B 0 1 ACTV/WRITEA Activate/Write/ AutoPrecharge (b1,b0,D,B)

1 0 0 0 0 X 0 0 PRE/ACTV/READ Precharge/ Activate/Read

1 0 bl b0 D B 0 1 PRE/ACTV/WRITE Precharge/ Activate/Write (b1,b0,D,B)

1 1 0 0 0 X 0 0 PRE/ACTV/READA | Precharge/ Activate/ Read/ AutoPrecharge

1 1 bl b0 D B 4] 1 PRE/ACTV/WRITEA | Precharge/Activate/Write/ AutoPrecharge(b1,b0,D,B)
Page 6 Advance Information Duata Sheet
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Z6/18MB1t (2MA8/9) & 68/72Mbit (SMx8/9) Concurrent RDRAM
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Figure 7: REQ Packet Format
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16/18Mbit (2Mx8/9) & 64/72Mbit (SMr8/9) Concurrent RDRAM

Data Transfer Packets

The next set of packet types are used for data transfer.
Their formats are summarized in Figure 8.

As in the REQ packet, eight bits are transferred on each
wire during each tps gy interval. The rising and
falling edges of the RDRAM clock define the transfer
windows for each of these bits. The data transfer
packets will align to the tppckgr intervals defined by
the START bit of the REQ packet by simply observing
the timing rules that are developed in the next few
sections of this document.

DIN and DOUT Packets

There are nine wires allocated for the data bytes. These
wires are labeled DQ8..DQO. The eight bytes trans-
ferred in a DIN or DOUT packet have 72 bits, which
are labeled D0..D63 (on the DQO..DQ7 wires) and
E0..E7 (on the DQ8 wire). The 18Mbit and 72Mbit
RDRAM s have storage cells for the E0..E7 bits. The
E0..E7 bits are also used with byte masking operations.
This is described in the section on byte masking on
page 14.

COL Packet

The column address A10..A3 of the first octbyte of data
(DINa or DOUTa) is provided in the REQ packet. The
COL packet contains an eight bit field A10..A3, which
provides the column address for the second and subse-
quent data octbytes (an RDRAM with 1KByte pages
uses A9..A3). The COL packets have a fixed timing
relationship with respect to the DIN and DOUT
packets to which they correspond. As the DIN and
DOUT packets are moved (to accommodate inter-
leaving ), the COL packets move with them.

RSTRB and RTERM Packets

The RSTRB and RTERM packets indicate the beginning
and end of the DOUT packets that are transferred
during a read transaction. The RSTRB and RTERM
packets are each eight bits and consist of a single “1” in
an odd teycp g position, with the other seven positions
“0”. Note that when a transaction transfers a single
data octbyte, the RSTRB and RTERM packets will
overlay one another. This is permitted and is in fact the
reason that each packet consists of a single asserted bit.
An example of this case is shown in Figure 15a. There
will be transaction situations in which the RTERM
overlays a REQ packet (two octbyte interleaved trans-
action). Again, this is permitted. The general rule is

that the RTERM may overlay any of the other packets
on the Command (BUSCTRL) wire, and RSTRB may
overlay any other except for a REQ packet.

WSTRB and WTERM Packets

The WSTRB and WTERM packets indicate the begin-
ning and end of the series of DIN packets that are
transferred during a write transaction. The WSTRB
and WTERM packets are each eight bits and consist of
a single “1” in an odd teycp g position, with the other
seven positions “0”. Note that when a transaction
transfers a single data octbyte, the WSTRB and
WTERM packets will not overlay one another (unlike
the case of a one octbyte read). An example of this case
is shown in Figure 15b. There will be transaction situa-
tions in which the WSTRB overlays a REQ packet (no
bank activate). Again, this is permitted. An example of
this is shown in Figure 10a. The general rule is that the
WSTRB may overlay any of the other packets on the
Command (BUSCTRL) wire, and WTERM may
overlay any other except for a REQ packet.

CKE Packet

The average power of the RDRAM can be reduced by
using Suspend power mode. This is done by setting
the FR field of the MODE register to a zero (the MODE
register is shown in Figure 18). A CKE packet must be
sent a time tcgg ahead of each REQ packet (this is
shown in interval Ty in Figure 22b). This causes the
RDRAM to transition from Suspend to Enable mode.
When the RDRAM has finished the transaction, it
returns to Suspend mode. The CKE packet will overlay
the RSTRB and RTERM packets when transactions are
interleaved. If the FR field is set to a one, CKE packets
are not used and the RDRAM remains in Enable mode.

RESET Packet

The RESET packet is used during initialization. When
RESET packets are driven for a time trpgpy or greater,
the RDRAM will assume a known state. Because the
RESET packet is limited to this one use, it will not
interact with the other packet types. This is illustrated
in Figure 22a.

PWRUP Packet

The PWRUP packet is used to cause an RDRAM to
transition from Powerdown to Enable mode. This is
illustrated in Figure 22c.
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Z6/18Mbit (2Mr8/9) & 62/72Mbit (SMy8/9) Concurrent RDRAM IE
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Figure 8: DIN, DOUT, COL, CKE, RSTRB, RTERM, WSTRB, WTERM, and RESET Packet Formats
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26/18Mbit (2Ma8/9) & 64/72Mbit (SMx8/9) Concurrent RDRAM

Read Transactions

When a controller issues a read request to an RDRAM,
one of three transaction cases will occur. This is a func-
tion of the request address and the state of the
RDRAM.

READ: The first case is shown in Figure 9a. This occurs
when the requested bank has been left in an activated
state and the requested row address matches the
address of this activated row. This is also called a page
hit read and is invoked by the READ or READA
commands.

There are three timing parameters which specify the
positioning of the packets which control the data
transfer. These are as follows:

tspr  Start of RSTRB to start of DOUT
tcpr  Start of COL to start of DOUT
trpr  Start of RTERM to end of DOUT

These parameters are all expressed in units of tcycrg,
and the minimum and maximum values are the same;
the RSTRB, RTERM, COL, and DOUT packets move
together as a block.

A fourth parameter has a minimum value only, and
positions the block of data transfer packets relative to
the REQ (address transfer) packet:

tgsg  Start of REQ to start of RSTRB
for READ

When a read transaction is formed, these packet
constraints must be observed. In addition, there are
constraints upon the timing of the bank operations
which must also be observed. These are shown in
Figure 9a next to the label “Bank Operation”. After the
transfer of the REQ packet in T, the RDRAM performs
a column access (requiring tcac for the column access
time) of the first data octbyte DOUTa during T; and Tj.
The RDRAM performs three column cycles (requiring
tcc for the column cycle time) in order to access the
next three data octbytes (DOUTb, DOUTc, DOUTd)
during T3, T4 and Ts. Each data octbyte is transferred
one tps ckgr interval after it is accessed.

ACTV/READ: The second case is shown in Figure 9b.
This occurs when the requested bank has been left in a
precharged state. This is invoked by the ACTV/READ
and ACTV/READA commands.

The RSTRB, RTERM, COL, and DOUT packets remain
in the same relative positions as in the READ case, but
they move further from the REQ packet:

tagg  Start of REQ to start of RSTRB
for ACTV/READ

After the transfer of the REQ packet in T, the RDRAM
performs an activation operation (requiring tgcp for
the row-column delay) during T; and T,. This leaves
the requested row activated. From this point the
sequence of bank operations are identical to the READ
case, except that everything has shifted two tpackgr
intervals further from the REQ packet. The sum of
trep and teacis also known as tg o (the row access
time).

PRE/ACTV/READ: The third case is shown in
Figure 9c. This occurs when the requested bank has
been left in an activated state and the requested row
address doesn’t match the address of this activated
row. This is also called a page miss read and is invoked
by the PRE/ACTV/READ and PRE/ACTV/READA
commands. The RDRAM knows the difference
between a PRE/ACTV/READ and a ACTV/READ
because each RDRAM bank has a flag indicating
whether it is precharged or activated. The external
controller tracks this flag, and also tracks the address
of each activated bank in order to distinguish READ
and PRE/ACTV/READ accesses.

The RSTRB, RTERM, COL, and DOUT packets remain
in the same relative positions as in the READ case, but
they move further from the REQ packet:

tpsg  Start of REQ to start of RSTRB
for PRE/ACTV/READ

After the transfer of the REQ packet in Tg, the RDRAM
performs a precharge operation (tgp) during T; and Tp,
and an activation operation (tgrcp) during T3and Ty.
This leaves the requested row activated. From this
point the sequence of bank operations are identical to
the READ case, except that everything has shifted four
tpacker intervals further from the REQ packet. The
sum of tgp trep, and teacis also known as tge (the
row cycle time).

Auto-Precharge Option: For a READ, ACTV/READ,
or a PRE/ACTV/READ command, the bank opera-
tions are complete once the last data octbyte has been
accessed. The bank will be left with the requested row
activated. For a READA, ACTV/READA, ora
PRE/ACTV/READA command, there is an additional
step. During the two tpscigr intervals after the last
data octbyte access an auto-precharge operation
(requiring tgpa for the row precharge, auto) is
performed. This leaves the bank in a precharged state.
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16/18Mbit (2M8/9) & 64/72Mbit (BMr8/9) Concurrent RDRAM IE

Ty Ty T, Ty T, Ts Te T, Ts Ty

ADDRESS pryvinn A RO
wuseams UL U

LfRSR

i AR A AR IR ARATY
COMMAND | = mjm R
(BUSCTRL) : AU WLAAST u
REQ
Packet
DQS,.DQO | AN RPN
Qs,.DQ BNK - { DOUTH | D
(BUSDATAI8:0) || /COLa } M : ntrdel
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(a) READA - RANDOM READ CYCLES WITHIN A PAGE
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COMMAND
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(BUSDATA[S8:0})

o
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A

. s ™ . -

Bank Operation ¢ trep tcac tee tee tec trpa
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|

(c) PRE/ACTV/READA - BANK PRECHARGE/ACTIVATE AND RANDOM READ CYCLES IN A PAGE

Figure 9: Read Transactions
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16/18MBit (2AMYE/9) & 64/72Mbit (SMx8/9) Corncurrent RDRAM

Write Transactions

When a controller issues a write request to an RDRAM,
one of three transaction cases will occur. This is a func-
tion of the request address and the state of the
RDRAM.

WRITE: The first case is shown in Figure 10a. This
occurs when the requested bank has been left in an
activated state and the requested row address matches
the address of this activated row. This is called a page
hit write and is invoked by the WRITE or WRITEA
commands.

There are three timing parameters which specify the
positioning of the packets which control the data
transfer. These are as follows:

tspw  Start of WSTRB to start of DIN
tecpw  Start of COL to start of DIN
trpw  Start of WTERM to end of DIN

These parameters are all expressed in units of tcycy g
and the minimum and maximum values are the same;
the WSTRB, WTERM, COL, and DIN packets move
together as a block.

A fourth parameter has a minimum value only, and
positions the block of data transfer packets relative to
the REQ (address transfer) packet:

twsw  Start of REQ to start of WSTRB
for WRITE

When a write transaction is formed, these packet
constraints must be observed. In addition, there are
constraints upon the timing of the bank operations
which must also be observed. These are shown in
Figure 10a next to the label “Bank Operation”. After
the transfer of the REQ packet in T, the RDRAM
performs a column access (requiring tcac for the
column access time) of the first data octbyte DINa
during T; and T,. The RDRAM performs three column
cycles (requiring toc for the column cycle time) in
order to retire the next three data octbytes (DIND,
DINc, DINd) during T3, T4 and Ts. Each data octbyte is
transferred one tpsckpr interval before it is stored.

ACTV/WRITE: The second case is shown in

Figure 10b. This occurs when the requested bank has
been left in a precharged state. This is invoked by the
ACTV/WRITE and ACTV/WRITEA commands.

The WSTRB, WTERM, COL, and DIN packets remain
in the same relative positions as in the page hit case,
but they move further from the REQ packet:

tasw  Start of REQ to start of WSTRB
for ACTV/WRITE

After the transfer of the REQ packet in Ty, the RDRAM
performs an activation operation (called tgcp or row-
column delay) during T; and Ts. This leaves the
requested row activated. From this point the sequence
of bank operations are identical to the WRITE case,
except that everything has shifted two tpackgr inter-
vals further from the REQ packet. The sum of tpcp and
tcacis also known as tgac (the row access time).

PRE/ACTV/WRITE: The third case is shown in
Figure 10c. This occurs when the requested bank has
been left in an activated state and the requested row
address doesn't match the address of this activated
row. This is also called a page miss write and is
invoked by the PRE/ACTV/WRITE and
PRE/ACTV/WRITEA commands. The RDRAM
knows the difference between a PRE/ACTV /WRITE
and a ACTV/WRITE because each RDRAM bank has a
flag indicating whether it is precharged or activated.
The external controller tracks this flag, and also tracks
the address of each activated bank in order to distin-
guish PRE/ACTV/WRITE and WRITE accesses.

The WSTRB, WTERM, COL, and DIN packets remain
in the same relative positions as in the WRITE case, but
they move further from the REQ packet:

tpsw  Start of REQ to start of WSTRB
for PRE/ACTV/WRITE

After the transfer of the REQ packet in T, the RDRAM
performs a precharge operation (tgp) during Ty and T,
and an activation operation (tgcp) of during Tyand Tg.
This leaves the requested row activated. From this
point the sequence of bank operations are identical to
the WRITE case, except that everything has shifted
four tppckgr intervals further from the REQ packet.
The sum of tgp tgep, and tacis also known as tpe
(the row cycle time).

Auto-Precharge Option: For a WRITE, ACTV/WRITE
or a PRE/ACTV/WRITE command, the bank opera-
tions are complete once the last data octbyte has been
accessed. The bank will be left with the requested row
activated. For a WRITEA, ACTV/WRITEA or a
PRE/ACTV/WRITEA command, there is an addi-
tional step. During the two tps gy intervals after the
last data octbyte access an auto-precharge operation
(requiring tgpa for the row precharge, auto) is
performed. This leaves the bank in a precharged state.
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T6/I8MBIE (2MrE/9) & 64/ 72MB7t (SMx8/9) Concurrent RDRAM IE
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< .

(c) PRE/ACTV/WRITEA - BANK PRECHARGE/ACTIVATE AND RANDOM WRITE CYCLES IN A PAGE

Figure 10: Write Transactions
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16/18Mbit (CMrE/9) & 64/72Mbit (8MYE/9) Concurrent RDRAM

Bytemask Operations

All memory write transactions (OP1,0P0=01) use the
M7..MO field of the REQ packet to control byte
masking of the first octbyte DINa of write data. M7
controls bits D56..D63,E7 while M0 controls bits
DO0..D7,E0. A “0” means don’t write and a “1” means
write.

The M7..MO field should be filled with “00000000” for
non-memory-write transactions.

OP2=1: When OP2=1 for a memory write transaction,
the remaining data octbytes (DINb, DIN,...) are
written unconditionally (all bytes are written).

OP2=0: When OP2=0, the remaining data octbytes
(DIND, DIN,...) are written with a bytemask. Each
bytemask is carried on the DQB8 wire, pipelined one
tpackEr interval ahead of the data octbyte it controls.

Figure 13b shows the format of the M packet and DIN
packet when OP2=0. M7 controls bits D56..D63 (of the
next DIN packet) and MO controls bits D0..D7 (of the
next DIN packet). Figure 13a summarizes the location
of the M packets and the DIN packets they control.

When 16M and 64M RDRAMs are used, there is no
limitation caused by the use of bytemask operations;
the DQ8 wire is only used for the REQ packet and M
packets.

When 18M and 72M RDRAMs are used, there is a limi-
tation caused by the use of bytemask operations; the
E7..E0 bits of the 72 bit DIN packet may not be used
when OP2=0. To achieve bytemasking, it will be neces-
sary to use read-modify-write operations or single-
octbyte writes with the bytemask in the REQ packet
and OP2=1.

DINDOUT

M7, M,...M0 from REQ {Ma) and DQ8 (Mb,Mc,.)

64/72

64172 8

TN

* 64772
Memory
Data

Figure 11: Details of ByteMask Logic

Bitmask Operations

All memory write transactions (OP1,0P0=01) may use
bitmask operations (OP5,0P4). Bitmask operations
may be used simultaneously with the bytemask opera-
tions just described; a particular data bit is written only
if the corresponding bytemask M and bitmask m are
set.

OP5,0P4=00: This is the default option with no
bitmask operation selected; all data bits are written,
subject to any bytemask operation.

OP5,0P4=01: This is the write-per-bit option.

Figure 14a shows the transaction format. The 64/72-bit
MASK register is used as a static bit mask, controlling
whether each of the 64/72 bits of DIN octbytes is
written (m=1) or not written (m=0). The MASK register
is loaded using the dynamic bitmask operation
(OP5,0P4=10).

OP5,0P4=10: This is the dynamic bitmask option.
Figure 14b shows the transaction format. Alternate
octbytes (ma, mc,..) are loaded into the MASK register
to be used as a bitmask for the data octbytes (DINb,
DIN(d,...). Only the COL packets which correspond to
DIN packets (COLb, COLd,..) contain a valid column
address. The MASK register is left with the last
bitmask that is transferred (mc in this case). The write-
enable signal is asserted after DIN packet (Figure 12).

OP5,0P4=11: This is the mask-per-bit option.

Figure 14¢ shows the transaction format. The 64/72-bit
MASK register is used as a static data octbyte DIN. The
bitmask packets (ma, mb,...) control whether the data is
written (m=1) or not written (m=0). The MASK register
is loaded using the dynamic bitmask operation
(OP5,0P4=10).

DINDOUT

(DIN packet) - (OP5,0P4=10)
(m packet) « (OP5,0P4=10)

| * 64/72

LE MASK Register
a2 | o4 B4z

VAN 64/72% 64172 :

64/72

a2 | 1
Memory  Wiite [ 11 [o1,10] OP5,0p4 value |
Dala Enable

Enable BitMask Path
Figure 12: Details of BitMask Logic
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16/15Mbit (2Mx8/8) & 6/ 72Mbit ($Mx8/9) Concurrent RORAM IE
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(BUSCTRL) {WRITE }
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jtr
A
A ﬂt"[“‘ "ﬂf“

£l i 8

DQ7,..DQO | Exwrrowt 1V i VTR

(BUSDATAI7:0)) | }/COL/M ; DINb |- DI.N‘g:

(a) OP2 = 0 - WRITE TRANSACTION WITH BYTEMASK

CLK

DQ8 ( Mox M1 Y M2 x M3 rM4 Y5 Y Ms x M7 )

D47 7 D55

DQ7 D63
DQ6 m Di4 § D22 Y1 D30 ¥ D38 ¥ D46 ¥ D54 ¥ D62
SN 0 € 2 €2 €3 6 €D
DQ4 m Di2 Y D20 Y D28 | D36 § D44 ¥ D52 ¥ D60
DQ3 m DI1 Y D19 Y D27 Y D35 ¥ D43 ¥ D51 ¥ D59
DQ2 ﬂ D10 Y D18 ¥ D26 ¥ D34 ¥ D42 ¥ D50 @
DQ1 m D9 Y D17 Y D25 § D33 ¥ D41 ¥ D49 ¥ D57
DQo ps M DI15 ‘sz4 D32 2 A Dao [ Das ‘DSG
(b) OP2 = 0 - DATA AND BYTEMASK PACKET FORMATS
Figure 13: Bytemask Operations
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IE 16/18Mbit CMrE/9) & 64/72Mbit (Mx8/9) Concurrent RDRAM
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REQ

Packet
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(B) OP5,0P4 = 1,1 - BITMASK FROM DQ INPUTS, DATA IN MASK REGISTER

Figure 14: Bitmask Operations
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Z6/28Mbrt (2MrE/9) & 64/72051t (SMYE/9) Concurrent RORAM

Registers

There are six control registers in an RDRAM. They
contain read-only fields, which allow a memory
controller to determine the type of RDRAM that is
present. They also contain read-write fields which are
used to configure the RDRAM.

Registers are read and written with transactions that
are identical to one-octbyte memory read and write
transactions. These transaction formats are illustrated
in Figure 15. There is one difference with respect to
memory transactions; for a register write, it is neces-
sary to allow a time of tyggg to elapse before another
transaction is directed to the RDRAM.

In the descriptions of some of the read-write fields, the
user is instructed to set the field to a default value (“Set
to 1.”, for example). When this is done, the suggested
value is the one needed for normal operation of the
RDRAM.

A summary of the control registers and a brief descrip-
tion follows

DEVICETYPE RDRAM size, type information

DEVICEID Set RDRAM base address
MODE Set RDRAM operating modes
REFROW Set refresh address for Powerdown

RASINTERVAL Set RAS intervals
DEVICEMFGR RDRAM manufacturer information

The control register fields are described in detail in the
next six pages. The format of the one octbyte DIN or
DOUT packet that is written to or read from the
register is shown. Gray bits are reserved, and should
be written as zero. The value of the A10..A3,REGSEL
field needed to access each register is also shown. The
ROW and BANK address fields are not used for
register read and write transactions.

WARFINNAD
AR

CLK
(RX/TXCLK)
ADDRESS
(BUSENABLE)
(BUSCTRL) :
REQ
Packet
DQS,.DQO | oy
(BUSDATA(8:0D) | }:/COLa

i

I

(RYTXCLK)
ADDRESS
(BUSENABLE)
twsw,,
COMMAND
(BUSCTRL)
DQS,..DQO fj‘"‘-ﬁgf‘g%{“ﬂﬂ
(BUSDATA[8:0]) 2 ,hiﬁ
(b) REGISTER WRITE TRANSACTION
Figure 15: Register Transactions
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IE 16/18MbBit (2Mr8/9) & 64/72Mbrt (8Mr8/9) Corncnrrent RDRAM

DEVICETYPE Register l l A10,A9,A8,A7,A6,A5,A4,A3, REGSEL ‘ 000000000, '

ty t t t; ty ts tg t;
CLK 1 ] o

Description

Das This is a read only register

DO7 with fields that describe the
characteristics of the device.

D6 This includes the number of
address bits for bank, row,
and column, The column

DQs5 count includes the (unimple-
mented) A2,A1,A0 bits. The

DQ4 other fields specify the archi-
tecture version, the device

DQ3 type, and the byte size. This
register is read during initial-

DQ2 ization so the memory
controller can determine the

DQ1 proper memory configura-
tion.

DQo

DIN/DOUT Format
Field | 111211\34vt1e fgff [1eM | 21131}\?? EZI%; [72Mm | Description

Architecture Version is Concurrent

Device is DRAM

..BNKO | 0001,=1 Number of bank address bits

..ROWO0| 1010, =10 | 1001,=9 | 1010,=10 | Number of row address bits

..COLO | 1010,=10 | 1011,=11 | 1011,=11 | Number of column address bits

Specifies x8(0) or x9(1) byte length

Figure 16: DEVICETYPE Register
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T6/TEMbBIt (2M8/9) & 64/ 72Mbit (SMYE/9) Concurrent RDRAM IE

DEVICEID Register | A10,A9,A8,A7,A6,A5,A4,A3, REGSEL 0000000012|

) t t; t3 ty ts to ty
CLK B
Y A 4 A 4 y
DQ8 Description
This is a read-write register
DQ7 with a single field
ID35...ID21. This field is
DQ6 compared to the A35...A21
address bits of the REQ
DQ5 packet to determine if the
current transaction is
DQ4 directed to this RDRAM. If
the OP3 bit of the REQ
DQ3 packet is set, then this match
is ignored (broadcast opera-
DO2 tion to all RDRAMs). Note
that some low order bits of
this field are not compared
DQ1 for the higher density
RDRAMs (see below).
DQo
I DIN/DOUT Format
Field RDRAM Size Description
1D35...1D21 16M/18M | Compared to A35...A21 for device match
ID35...1D23 64M/72M | Compared to A35...A23 for device match
Figure 17: DEVICEID Register
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IE 16/18Mbrt (2MX8/9) & 64/72Mbit (SMxE/9) Concurrent RDRAM

MODE Register l A10,A9,A8,A7,A6,A5,A4,A3 REGSEL | 000000011, l

t t t, ty ty ts tg t;
CLK [
A A 4 Y y
DQ8 Description
This is a read-write register
DQ7 with fields that control the
operating modes of the
DQe6 RDRAM. The modes include
output current control
DQs5 (C5..C0, CE), clock/power
control (FR,FT), compati-
DQ4 bility control (BASE), t1g
skip control (SV, SK, AS),
DQ3 and initialization control
(DE). Refer to the Concurrent
DO2 RDRAM Desigrn Guide for a
Q detailed discussion of the use
of these fields.
DQ1
DQO
DIN/DOUT Format
l Field ! Description '
C5...Co Specifies I output current. 000000,=>min, 111111,=>max.
Force RXCLK, TXCLK on. FR=1 = RDRAM Enable.
Set to 1 if Base RDRAMSs with acknowledge are present.
Skip value for auto ttg control. Read-only.
Specifies Skip value for manual trg control. Set to 0.
Specifies manual (0} or auto (1) tyy control. Set to 1.
Device Enable. Used during initialization.
Cutrrent Control - Asymmetry adjustment.
Figure 18: MODE Register
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Z6/18Mbit (2Mr8/9) & 64/72MbBrt (SMYSE/9) Concurrent RDRAM IE

REFROW Register ' A10,A9,A8,A7,A6,A5,A4,A3 REGSEL ’ 000000101, '

CLK Description

This is a read-write register
which is used to track the
bank/row address that will
be refreshed by the next SIN
pulse in Powerdown mode.
This register is not used for
normal refresh in Enable
mode - the bank/row address
is supplied by the external
controller in the refresh
transaction.

DQ8
DQ7
DQé6
DQ5
DQ4

DQ3 Powerdown is entered by
setting the SP field to one.
The REF field should be
simultaneously set with the
next bank/row to be
refreshed. When Powerdown
is exited, this register is read
from one RDRAM to set the
proper bank/row address for

¢ l DIN/DOUT Format normal refresh operation.

DQ2
DO1

DQo

Field RDRAM Size Description

16M/18M - 1 or 2KB Page | Bank address of next row to be refreshed

— | REF11,REF10 64M/72M - 2KB Page | Bank address of next row to be refreshed

REF8...REF0 16M/18M - 2KB Page | Row address of next row to be refreshed

REFI...REF0 [ 6aM/72M - 3KB P::z | Row address of next row to be refreshed

Set to enter Powerdown mode.

Figure 19: REFROW Register
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IE 16/718Mbit (2Mr8/9) & 64/72Mbit (SMY8/9) Concurrent RDRAM

RASINTERVAL Registerl l A10,A9,A8,A7,A6,A5,A4,A3, REGSEL l 000000110, l

t t ty t; ty ts t t;
CLK
DQs Description
This is a read-write register
DQ7 with fields that control the
length of the RAS intervals of
DQ6 the RDRAM. The relation-
ship between the tzc, trep,
DQS tRPA and tRP intervals (in
teyeLg units) and the P, S, and
DQ4 R fields follows:
trc = (10102+R+S+P) *teycLE
DQ3
Q trep = (01015+S) * teycLE
DQ2 tgp = (0101+P) *tcycre
tRPA = (01012+P) .tCYCLE
DQ1
DQo
DIN/DOUT Format
Field l Description '
Specifies the (tgc - trep - trp) restore interval. Set to 0111,.
Specifies the tgcp sense interval. Set to 0011,,.
Specifies the tgp and tgp, precharge intervals. Set to 0011,.
Figure 20: RASINTERVAL Register
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16/18Mbit (2MY8/9) & 64/72Mbit (BMxE/9) Concurrent RDRAM

l DEVICEMFGR Register '

A10,A9,A8,A7,A6,A5,A4,A3 REGSEL | 000001001, '

CLK

DQs Description
This is a read-only register

DQ7 with fields that specify the
manufacturer’s identification

DQe6 number and manufacturer-
specific date-code and

DQs5 version information.
Contact Rambus for a list of

DQ4 manufacturers’ identification
numbers.

DQ3

DQ2

DQ1

DQo

| il il ) DIN/DOUT Format
; Field Description '
Manufacturer’s identification number
Manufacturer’s datecode or version information
Figure 21: DEVICEMFGR Register
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16/18Mbit (2Mx8/9) & 64/72Mbit (BMx8/9) Concurrent RDRAM

Initialization

The first step in initialization is to reset the RDRAM.
This is accomplished by driving RESET packets for a
time tgpgpr or greater. This causes the RDRAM to
assume a known state. This also causes the internal
clocking logic (a delay-locked-loop) to begin locking to
the external clock. This requires a time of t; . At this
point, the RDRAM is ready to accept transactions. This
timing sequence is shown in Figure 22a.

The next step for the memory controller is to read and
write the six control registers, in order to determine the
size and type of RDRAM that is present, and to
configure it properly. A full initialization sequence is
provided in the Concurrent RDRAM Design Gurde.

Power Management

There are several power modes available in an
RDRAM. These modes permit power dissipation and
latency to be traded against one another.

Enable Mode: The simplest option is to remain perma-
nently in Enable power mode. This is done by setting
the FR field to a one in the MODE register (refer to
Figure 18). The RDRAM will return to Enable mode
when it is not performing a read or write transaction.
This is the operating mode which has been assumed in
all the transaction timing diagrams (except in

Figure 22b).

Suspend Mode: The average power can be reduced by
using Suspend power mode. This is done by setting
the FR field to a zero. A CKE packet must be sent a
time tckg ahead of each REQ packet (this is shown in
Tpin Figure 22b). This causes the RDRAM to transition
from Suspend to Enable mode. When the RDRAM has
finished the transaction, it returns to Suspend mode.
The average power of the RDRAM is reduced, but at
the cost of slightly greater latency. There is no loss of
effective bandwidth, since the CKE packet may be
overlapped with the other packet types.

Powerdown Mode: The RDRAM power can be
reduced to a very low level with Powerdown mode.
Powerdown is entered by setting the SP field of the
REFROW register to one (the REF field is simulta-
neously set to the next bank and row to be refreshed).
As aresult, most of the RDRAM’s circuitry is disabled,
although its memory must still be refreshed. This is
accomplished by pulsing the SIN input with a cycle
time of tgcycp g or less. This is illustrated in Figure 25a.

Powerdown mode is exited when PWRUP packets are
asserted for a time tpygyp on the Command wire. The
internal clocking logic will begin locking to the
external clock. After a time of t; ok the RDRAM will
be in Enable mode, ready for the next REQ packet. This
is illustrated in Figure 22c.

Refresh

Memory refresh (when not in Powerdown) uses a one-
octbyte broadcast memory write with the following
REQ field values:

OP5..0 001001, A35..3 DEV: 0..0 (unused)
AUTO 1 BNK: next bank
ACTV 1 ROW: next row
PEND 000/001/010 COL: 0..0 (unused)

M7..0 00000000, REGSEL: 0

The transaction format for memory refresh is shown in
Figure 23a. The transaction may be noninterleaved or
interleaved (if interleaved, the PEND field must be
properly filled). The transaction causes the requested
row of the requested bank of 2/RDRAMs to be activat-
ed and then auto-precharged (note that the interval
tgpt+trep should elapse since the specified bank of
some RDRAMSs might be open). This transaction must
be repeated at intervals of tggp/ (Npnk®Nrow), where
Ngnk and Ngrow are the number of banks and rows in
the RDRAM. This interval will be the same for the dif-
ferent RDRAM configurations. For each refresh trans-
action, the bank and row field of A35..A3 must be
incremented, with the bank field changing most often
so the tpag Mmax parameter is not exceeded.

Current Control

The transaction format for current control is shown in
Figure 23b. This transaction is encoded as a directed
register read operations, and is repeated at intervals of
tcetre/ Npgy where Npgy is the number of devices on
the Channel. This will maintain the optimal current
control value.

OP5..0 000010, A35.3 DEV: next device
AUTO 0 BNK: 0..0 (unused)
ACTV 0 ROW: 0..0 (unused)
PEND 000 COL: 00001010,

M7..0 00000000, REGSEL: 0

After a t ok, a series of 64 of these current control
transactions must be directed to each device on the
Channel to establish the optimal current control value.
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T6/18Mb1t (2ME/9) & 64/ 72Mbit (SMY8/9) Concurrent RDRAM IE
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(c) PWRUP PACKET FOR POWERDOWN-TO-ENABLE POWER MODE TRANSITION
Figure 22: Transactions using RESET, CKE, and PWRUP Packets
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26/18MBit (2 E/9) & 64/ 72Mbit (EMx8/9) Concurrent RDORAM
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(b) CURRENT CONTROL TRANSACTION
Figure 23: Refresh and Current Control Transactions
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T6/78Mbt (2M8/9) & 64/72MbIE (SMAE/D) Concurrent RDRAM

Absolute Maximum Ratings

Symbol Parameter Min Max Unit
V1,aBs Voltage applied to any RSL pin with respect to Gnd -03 Vopmax+0.3 \Y
V1,cMOS,ABS Voltage applied to any CMOS pin with respect to Gnd -03 Vpp+0.3 \%
VpD,ABS Voltage on VDD with respect to Gnd -03 Vopmax+1.0 A%
T} ABs Junction temperature under bias -55 125 °C
TsToRE Storage temperature -55 125 °C
Thermal Parameters
Symbol Parameter and Conditions Min Max Unit
Ty Junction operating temperature 0 100 °C
O Junction-to-Case thermal resistance 5 °C/Watt
Capacitance
Symbol Parameter and Conditions Min Max Unit
G RSL input parasitic capacitance 1.6%/2.0° 2.07/2.5° pF
L RSL input parasitic inductance 2.72/5.0° nH
Cromos CMOS input parasitic capacitance 8 pF
a. 16/18M RDRAM.
b. 64/72M RDRAM.
Ipp - Supply Current Profile
Mode Description Min Max Unit
Powerdown Device shut down, clock unlocked 1.02 mA
Suspend Device inactive, clock locked but Suspended 90? mA
Enable Device active, clock locked and Enabled 2707 mA
READ Device reading column data 3607 mA
WRITE Device writing column data 3907 mA
ACTV /Enable Device evaluating REQ packet and activating row in bank 3307 mA
ACTV/READ Device reading column data in bank 1 and activating row in bank 2 4207 mA
ACTV/WRITE Device writing column data in bank 1 and activating row in bank 2 4507 mA
a. These Ipp numbers are manufacturer-dependent; the numbers shown are representative maximum current levels at 600MB/s.
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IE 26/18Mbif 2Mr8/9) & 64/72Mbit (SMx8/9) Concurrent RDRAM

Recommended Electrical Conditions

Symbol Parameter and Conditions Min Max Unit
Vo, Vopa Supply voltage — 3.3-volt version 315 3.45 v
Vyer Reference voltage 1.9 Vpp - 0.8 A%
A\ RSL input low voltage Vger-0.35 Vrer- 0.8 v
Vg RSL input high voltage Vgrer + 0.35 Vger + 0.8 \Y
ViLcMos CMOS input low voltage -0.5 0.8 A%
Vig,cMmos CMOS input high voltage 18 Vpp+0.5 v

Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
Irgr Vzer current @ Vegg\ax -10 10 HA
Ion RSL output high current @ (0sVor<VDD) -10 10 HA
Inong(manual) [ RSLIg current @ Vot = 1.6V @ C[5:0] =000000 (045)? 0.0 0.0 mA
Is1p (manual) | RSLIgy current @ Voyr = 1.6V @ C[5:0] = 111111 (634¢)? 40.0 80.0 mA
I cmos CMOS input leakage current @ (0=V] cp0s<VDD) -10.0 10.0 BA
Vor,cMmos CMOS output voltage @ Io \os=1.0mA 0.0 0.4 v
Vou,cMos CMOS output high voltage @ Iy cpos= -0.25mA 20 Vop \Y

a. In manual-calibration mode (CCEnable=0) this is the value written into the C[5:0] field of the Mode register to produce the indicated I,
value. Values of Ioy, in between the Iyong and Iy, are produced by interpolating C[5:0} to intermediate values. For example, C[5:0] =
011111 (31;) produces an I in the range of 20 to 40mA.

Page 28 Advance Information LDnta Sheet

- 90113kY4 0000028 TTA HE
Powered by ICminer.com Electronic-Library Service CopyRight 2003



16/18Mbit (2MrE/9) & 63/ 72MbIt (SMx8/9) Concurrent RDRAM

Recommended Timing Conditions

Symbol Parameter Min Max Unit
ter ter TXCLK and RXCLK input rise and fall times 0.3 08 ns
teycLe TXCLK and RXCLK cycle times 3.75%/3.33° 4.15%/4.15° ns
trick Transfer time per bit per pin (this timing interval is 0.5 0.5 teverle
synthesized by the RDRAM's clock generator)
tews ter TXCLK and RXCLK high and low times 45% 55% teycLe
trr TXCLK-RXCLK differential 0 0.7 teycLE
tPACKET Transfer time for REQ, DIN, DOUT, COL, WSTRB, 4 4 teycLe
WTERM, RSTRB, RTERM, CKE,PWRUP and RESET
packets
tor. tor DQ/ADDRESS/COMMAND input rise and fall times 0.3 0.6 ns
tg DQ/ADDRESS/ COMMAND-to-RXCLK setup time 0.35° ns
ty RXCLK-to-DQ/ ADDRESS/ COMMAND hold time 0.35¢ ns
tREF Refresh interval 179/32¢/64f ms
tscyeLE Powerdown refresh cycle time 156 us
tsy, Powerdown refresh low time 5.6 10 s
tsy Powerdown refresh high time 5.6 10 us
teeTrL Current control interval 150 ms
tras RAS interval (time a row may stay activated) 133 us
tLock RDRAM clock-locking time for reset or powerup 5.0 Ms
a. -533 MHz RDRAM
b. -600 MHz RDRAM
c. 600MHz IO timing
d. 16/18Mbit with 2KByte page
e. 16/18Mbit with 1KByte page
f. 164/72Mbit with 2KByte page
Timing Characteristics
Symbol Parameter Min Max Unit
trio SIn-to-SOut delay @ Ci oap,cMmos- 40pF 25 ns
to DQ output time -0.4ns? +0.4ns? ns
tor tor DQ outputrise and fall times 0.3 0.5 ns
a. 600MHz IO timing
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IE 16/18MEit (2MAE/9) & 64/ 72017t (SMr8/9) Concurrent RDRAM

ViHMIN
\RxoLK oo VrxoLk
VxcLk 20% )
: ViL MAx Logic 0, Vi
-~ l-— ter IR = |- Vrer
oL ton —— Logic 1, V.
- ViHMIN B
Vba,in 80% tovole
VcoMMAND 20%
VADDRESS ViLMAX =1 = tm
4 = toF bR = |- tovate
VRXcLK teL ten
VOHMIN S Logic 0, Viy
Vba,out 80% Veas
20% Logic 1, V,_
VoL max
—-] fa— t(,)F tQR — [—
Where:
VorMIN = VTERMMIN
Vor max = VtermMax - Zo ™ (loL,MiN)
{(a) RSL Transition (Rise/Fall) Timing (b) RSL Clock Timing
tovere
trick (even) | trick (0dd)
VRXCLK LOgiC 0, VIH
VRer
LOgiC 1, V"_
Logic 0, V|4
v OMMAND VREF
ADDRESS Logic 1, V"_
(c) RSL Input (Receive) Timing
tevele .
trick (even) trick (odd)
Logic O, V
V. » YOH
TXCLK 50%
LOgiC 1, VOL
LOgiC 0, VOH
Vba,out 50%
i 2 : LOgiC 1, VOL
toMN ] |‘— — I‘_ ta,min
tovere/d — [~ "— toveLe/4
(d) RSL Output (Transmit) Timing
Figure 24: RSL Timing Parameters
Page 30 Advance Information Data Sheet

B 90113t4 0000030 b5L WM

Powered by ICminer.com Electronic-Library Service CopyRight 2003




T6IEMBIE (2MAE/9) & 64/72Mbit (SME/9) Concurrent RDRAM

Logic 1
V
SN Vsw,cmos
Logic 0
Logic 1
Vsour Vsw.cmos
Logic 0
Ve teio,MIN Logic 1
Vsw,.cmos
g toyy —— Logic 0
tscyoLe -
) Vswemos=1.5V
(a) SIN/SOUT Timing
Figure 25: SIN/SOUT Timing
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R

Z6/18Mbit (2MAE/9) & 62/ 72Mbit (SMYE/9) Concurrent RDRAM

Timing Characteristics

Note: All units are tcycp g when not mentioned

Symbol and Figure | Parameter Min Max
tcac - Figure 9,10 Column ACcess time. May overlap tycp, tgp OF tgpa to another bank 63/7°
tce - Figure 9,10 Column Cycle time. May overlap tycp, tgp Or tgps to another bank 4
trep - Figure 9,10 Row to Column Delay. May overlap tcac or tec to another bank 8
trp - Figure 9,10 Row Precharge time. May overlap tcac or toe to another bank 8
tgrpa - Figure 9,10 Row Precharge Auto. May overlap tgpa, tcac Of tee to another bank 8
trac - Figure 9,10 Row ACcess time (tgac = trep + teac)- 15
tgc - Figure 9,10 Row Cycle time (tpc = trp + trep + teac)- 23
trsr - Figure 9a Start of REQ (READ) to start of RSTRB packet for Read transaction. 2
tasr - Figure 9b Start of REQ (ACTV/READ) to start of RSTRB packet for Read transaction. 11
tpsg - Figure 9¢ Start of REQ (PRE/ACTV/READ) to start of RSTRB packet for Read transaction. 19
tepr - Figure 9abe Start of COL packet to start of DOUT packet for Read transaction. 12 12
tspg - Figure 9abc Start of RSTRB packet to start of DOUT packet for Read transaction. 8 8
typr - Figure 9abc Start of REERM packet to end of DOUT packet for Read transaction. 12 12
twsw - Figure 10a Start of REQ (WRITE) to start of WSTRB packet for Write transaction. 0
tasw - Figure 10b Start of REQ (ACTV /WRITE) to start of WSTRB packet for Write transaction. 5
tpswy - Figure 10c Start of REQ (PRE/ ACTV /WRITE) to start of WSTRB packet for Write transaction. 13
tcpw - Figure 10abc | Start of COL packet to start of DIN packet for Write transaction. 8 8
tspw - Figure 10abc | Start of WSTRB packet to start of DIN packet for Write transaction. 4 4
trpw - Figure 10abe | Start of WIERM packet to end of DIN packet for Write transaction. 4 4
tresgT - Figure 22a Length of RESET packets to cause RDRAM to reset. 800 ns
teke - Figure 22b Start of CKE packet to start of REQ packet for Suspend-to-Enable. 4 7
tpwrup - Figure 22c¢ | Length of PWRUP packets to cause Powerdown-to-Enable. 8 8
twreg - Figure 15b End of DIN packet for WREG transaction to start of next REQ packet. 16

a. For READ, WRITE commands

b. For ACTV/READ, ACTV/WRITE, PRE/ ACTV/READ, PRE/ ACTV/WRITE commands
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26/18Mbit (20 8/9) & 64/72Mbit (SMY8/9) Corncurrent RORAM

Mechanical Drawings

The RDRAM is available in both horizontal and
vertical surface mount plastic packages. Dimensions
for the Horizontal surface mount plastic package are
shown below.

Pkg A

UL R LI LR R ELEE L EL TR )

Figure 26: SHP-32 Package

The next figure shows the footprint of the SHP-32
package. Plane R-R is the electrical reference plane of
the device on the center line of the SMT pads.
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Figure 27: SHP-32 Footprint
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IN

16/187bit (2Mx8/9) & 64/ 72Mbit (SMx8/9) Corcurrent RDRAM

This table summarizes the values of the package and
footprint dimensions®.

Table 4: SHP-32 Package Dimensions

Symbol Parameter Min Max Unit
Pine Pin pitch 0.65 0.65 mm
PkgD Package width 249 25.3 mm
Pkg A Package total height 129 13.1 mm
Pkg E Package thickness - 17 mm
Pad b3 SMT pad width 0.30 0.40 mm
Pad 11 SMT pad length 1.2 14 mm
Sup Dp Support pad outer pitch 22.75 22.75 mm
Pad O SMT pad offset 125 125 m
The next figure summarizes the dimensions of the EIA]
standard SVP-32 package as used in the RDRAM.
Refer to the EIAJ specifications for more details of the
package dimensions and recommended footprint
PkgD Pkg E
> -
T/ -
<
2
o
Pin 1 Pin32
' \
> |=Pine
Sup D2
; SupLs
Figure 28: SVP-32 Package
3. All the support pad dimensions are provisional.
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I6/187Mb1E (2MA8/9) & 63/ 72Mbit (BMx8/9) Concurrent RDRAM

The figure below shows the footprint of the SVP-32
package. Plane R-R is on the center line of both the
package and support leads, and offset from the center
line of the SMT pads. Plane R-R is also the electrical
reference plane of the device.

Sup D2
Sup Os _
1 1 » lePine |} Padb3 j Pad 1 , PadO
AR AR AR R A R A AR R R R R R A R R ¥
1 LIIJIJUIJLIUULIUULIUUUUUUUUUUUUQUHUUUUU 7
: 3‘2 >-f‘_Sup bs
™ Supes Supls
Figure 29: SVP-32 Footprint
This table summarizes the values of the package and
footprint dimensions*
Table 5: SVP-32 Package Dimensions
Symbol Parameter Min Max Unit
Pine Pin pitch 0.65 0.65 mm
Pkg D Package width 24.9 253 mm
Pkg A Package total height 11.3 1.8 mm
Pkg E Package thickness 1.2 14 mm
Sup Ls Support lead span 34 3.6 mm
Sup D2 Support lead spacing 23.15 23.25 mm
Pad b3 SMT pad width 0.27 0.35 mm
Pad 11 SMT pad length 1.4 1.55 mm
Sup bs Support pad width 0.45 0.55 mm
Supls Support pad length 21 2.3 mm
Pad O SMT pad offset 0.25 0.35 mm
Sup Os Support pad offset 1.55 1.65 mm
Sup es Support pad pitch 0.90 0.90 mm
4. All the support pad dimensions are provisional.
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