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Preface

This book is the primary reference and technical manual for the L64853A
Enhanced SBus DMA Controller. It contains a complete functional description
for the L64853A and includes complete physical and electrical specifications
for the L64853A.

Audience This book assumes that you have some familiarity with microprocessors and
related support devices. It also assumes readers have access to additional infor-
mation about the SPARC workstation—in particular, the SBus specification,
which can be obtained from Sun Microsystems, Inc. This book provides infor-
mation for both system-level programmers and hardware designers as follows:

W System-Level Programmers — For the system-level programmer, this
manual briefly describes the SPARC workstation architecture, then fully
describes the function of the chip with respect to the architecture.

Chapter 1 describes the basic features and operation of the L64853A
Enhanced DMA Controller and the chip’s relationship to the other SPARC
chips. Chapter 2 describes the internal, programmable registers of the
L64853A, and it describes how to access both internal and external regis-
ters. Chapter 3 covers the two modes of operation and describes the inter-
nal cache memory. Chapters 4 and 5 further describe the operation of the
D and E channels. To aid in implementation of the chip in a typical envi-
ronment, Chapter 8 shows how to access the Emulex SCSI Processor (ESP-
100) and the AMD Am7990 Local Area Network Controller for Ethernet
(LANCE) internal registers.

B Hardware Designers — For the hardware designer, this manual provides
the electrical, logical, and mechanical data necessary to integrate the
L64853A DMA Controller into the SPARC workstation.

Chapter 1 describes the architecture and operation of the L64853A. Chap-
ters 4 and 5 provide detailed information on the D and E channels, respec-
tively. Chapter 6 describes the data transfer cycles for the D and E
channels and the signals used by the L64853A DMA Controller during
read and write operations. Chapter 7 provides the AC, DC, environmental,
and mechanical specifications for the L64853A. Chapter 8 discusses how to
interface the L64853A to the ESP-100 and the LANCE.

Preface il
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Organization This book has the following chapters:

B Chapter 1, Introduction, describes the basic features and operation of the
L64853A Enhanced DMA Controller, showing its relationship to the other
SPARC system elements.

B Chapter 2, Registers, describes the types of registers available on the
L64853A and how to access internal and external registers.

W Chapter 3, L64853A Operation, describes the modes of operation on the
SBus, which is used for data transfers between the peripheral subsystems
and main memory. This chapter also discusses the internal cache memory,
which provides data buffering between the peripheral subsystems and main
memory.

B Chapter 4, D-Channel Operation, describes the DMA Controller’s
D channel, an eight-bit DMA control channel.

B Chapter 5, E-Channel Operation, describes the DMA Controller’s
E channel, a 16-bit DMA control channel.

M Chapter 6, Interface Description, describes the input and output signals
used by the L64853A.

W Chapter 7, Specifications, provides the AC, DC, environmental, and
mechanical specifications for the L64853A.

M Chapter 8, Applications, describes the types of SPARC workstation appli-
cations that the L64853A Enhanced DMA Controller fits into and provides
interface examples to Emulex SCSI Processor (ESP-100) and to an AMD
Local Area Network Controller (AM7990).

B Appendix A, L64853 and L64853A Differences, lists the major differ-
ences between the 164853 and 1.64853A SBus DMA Controllers.

B Appendix B, Customer Feedback, is a form for you to fill out with your
comments on the content and quality of this document.

Related Building a Low-Cost SPARC-Based Multimedia Workstation White Paper,
Publications Order No. M22004.A

Designing with the SparKIT Chipset White Paper, Order No. M22001.A

SBus Solutions for Graphics, DMA, and All Other Applications White Paper,
Order No. M22002.A

The SBus Specification available from Sun Microsystems, Inc., 2550 Garcia
Avenue, Mountain View, CA 94042

iv Preface
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Conventions Used
in this Manual

The first time a word or phrase is defined in this manual, it is italicized.

The following signal naming conventions are used throughout this manual:

B A level-significant signal that is true or valid when the signal is LOW
always has an overbar ( ) over its name.

B An edge-significant signal that initiates actions on a HIGH-to-LOW transi-

tion always has an overbar ( ) over its name.

The word assert means to drive a signal true or active. The word deassert
means to drive a signal false or inactive.

Hexadecimal numbers are indicated by the prefix “Ox” before the number—for
example, 0x32CF. Binary numbers are indicated by a subscripted “2” follow-
ing the number—for example, 0011.0010.1100.1111,.

Preface 1%
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Chapter 1
Introduction

This chapter describes the basic capabilities and operation of the L64853A
Enhanced SBus DMA Controller. This chapter is particularly important for
system-level programmers and hardware designers.

1.1
General
Description

The L64853A Enhanced SBus DMA Controller provides a complete SBus
interface for SBus peripheral subsystems. The L64853A, implemented in
a 1.5-micron CMOS process and manufactured by LSI Logic Corporation,
is packaged in an inexpensive, 120-pin, plastic quad flat package (PQFP).

The L64853A contains two independent DMA channels, a 16-bit channel
and an 8-bit channel. The two channels support DMA for use in applica-
tions that require operation as an SBus Master. Such applications include:

m Ethernet controllers

m  Eight-bit controllers

The L64853A’s two channels can also be used for applications that rely on
programmed /O and thus use only the L64853A’s SBus slave capability.
These applications include:

m  Serial ports
® Analog-to-Digital converters

The 8-bit channel is called the D channel, and the 16-bit channel is called
the E channel. The L64853A generates, upon request from a device
attached to either channel, sequences of SBus data transfers (that is, reads
or writes) between the peripheral controller and main memory. To perform
this function, the L64853A can become an SBus Master through the use of
the SBus Request and Grant signals. In SBus terminology, the L64853A is
a Direct Virtual Memory Access (DVMA) Master, that is, it generates vir-
tual addresses on the SBus data lines and employs the SBus controller’s
Memory Management Unit (MMU) to translate these virtual addresses
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into physical addresses. (See The SBus Specification from Sun Microsys-
tems for more details.)

The L64853A is programmable. Programs running on the system CPU
may set parameters that both govern the transfers to and from the periph-
eral controllers performed by the L64853A and also read the current status
of the chip. Software writes and reads the internal registers on the
164853 A and also on the two peripheral controllers. To permit this writing
and reading, the L64853A becomes an SBus Slave when the CPU asserts
the Slave Select signal specific to the L64853A. While the L64853A acts
as an SBus Slave, the CPU can use the L64853A as a conduit to the two
peripheral controller chips, thus allowing the CPU to program them.

Architecture The principal components of the L64853A are its two functionally distinct
DMA channels and its SBus interface with associated bus arbitration logic.
Figure 1.1 shows the chip’s internal architecture. Refer to Chapter 6 fora
detailed description of the L64853A DMA Controller’s signals.
Figure 1.1
L64853A Internal Block
Diagram
E Channel SBus Interface
E-Channel Control <:> {16-Bit Ethernet Channel)
Address - Address - SBus Physical
(E_A[23:16) 1 Address Latch Decade Address,
(PA[X:Y], PA[3:2])
Address/Data Yy %2(-;5!}1% “ Mle>{Address _
(E_AD[15:0]) A - » »  SBus Request {(BR)
SBus < T
Arbitration -~ SBus Grant (BG)
D Channel and
(8-Bit Controller Channel) Multiplexer _<:> SBus Interface
Data (D_D[7:0}) = >
L5 -~ —Cj $Bus Data (D[31:0})
D Cache - »{Data
DMA Contral/Status -
D-Channel Control ¢ DMA Address Counter [
DMA Next Address Register [«
DMA Byte Counter -
DMA Next Byte Counter =&
MDat.11

1-2
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The E Channel (16-bit Ethernet Channel) has the following functional
blocks:

M An Address Latch temporarily stores memory addresses from the
E-channel controller

B A 32-byte E Cache buffers data between the 16-bit interface and the
SBus

The D Channel (eight-bit I/O Controller Channel) has the following func-
tional blocks:

B A 32-byte D Cache buffers data between the 8-bit interface and the
SBus

m A Control/Status Register contains programmable parameters and
status fields

B An Address Counter Register holds the memory address of the next
byte the D channel accesses

B A Next Address Register holds the memory address for the next data
block transfer on the SBus

® A Byte Counter Register counts down the number of bytes transferred
during a transfer of a block of data

B A Next Byte Counter Register holds the number of bytes to be trans-
ferred during the next data block transfer

Channel
Operations

When the L64853A is an SBus Master, it performs high-speed data trans-
fers between peripheral controllers and main memory. When the L64853A
is an SBus Slave, a Bus Master performs register reads and writes to the
L64853A, and also performs register reads and writes to the D-channel and
E-channel controllers through the L64853A. All channel operations are
ultimately governed by the SPARC environment in which the L64853A is
implemented.

Chapter 3 describes the features of the L64853A common to both the D
and E channels. Chapters 4 and 5 provide detailed information on the D
and E channels, respectively.

General Description 1-3
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1.2 This section summarizes the key features of the L64853A. These features
Key Features are described in more detail in subsequent chapters.
Operates at speeds up to 25 MHz

Performs DMA transfers, assuming an SBus latency of up to 40 clock
cycles, at a maximum 8.3 Mbytes/second at 25 MHz for both the D and
E channels

Supports 8- or 16-bit peripherals

Packs/unpacks SBus words into bytes or halfwords for use by the
peripheral controllers

m Supports for byte, halfword, word, or four-word burst transfers on the
SBus

m  Operates in virtual address space with the SPARC MMU providing
virtual-to-physical address translations

m  Supports rerun acknowledgments

m Includes 24-bit address and data counters

m  Uses a single clock input

m  Performs data block chaining on the D-channel interface

m Packaged in a low-cost, 120-pin plastic quad flat package
13 The L64853A Enhanced SBus DMA Controlier is an enhanced version of
Enhancements the 1.64853 SBus DMA Controller. The features added to the L64853A

are:

Larger internal data buffer to support four-word data burst transfers.

Two additional D-channel registers (Next Address Register and Next
Byte Counter) that allow data transfer setups to be pipelined, thus
reducing the overhead between data transfers.

m Programmable E_ALE/E_AS pin on the E channel for compatibility
with various 16-bit controllers.

m FASTER option that increases the speed of D-channel read and write
operations.

1-4 Introduction
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Chapter 2
Registers

This chapter discusses the L64853A’s registers and tells how to access both
internal and external registers. This chapter is intended primarily for sys-
tem programmers.

The L64853A has two types of internal registers:

m  Programmable registers

The L64853A’s five programmable registers control the operation of
the chip and contain status information.

® D Register
The ID Register is pre-programmed with a unique, read-only value for
the L64853A chip.

The following sections discuss the programmable and ID registers in more
detail. Chapter 3 provides additional details about the fields and bits in
these registers while the D and E channels are operating.

21

Internal
Programmable
Registers

This section describes the five programmable L64853A registers:

B  DMA Control/Status Register (CSR)
m  DMA Address Counter and Next Address Registers
®  DMA Byte and Next Byte Counters

The DMA Control/Status Register (CSR) contains control and status infor-
mation for both the D and E channels. The remaining programmable reg-
isters control only the D channel and the SBus. The E channel is controlled
entirely by external registers on the E-channel peripheral controller itself.

The following subsections define the fields within the L64853A registers
in detail. In these definitions, the set state = 1 and the clear state = 0. This
convention applies to all bits in the L64853A internal registers.

2-1
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DMA Control/
Status Register
(CSR)

Figure 2.1
DMA Control/Status
Register (CSR)

Bit 31 28

The 32-bit Control/Status Register (shown in Figure 2.1 below) controls
the operation of the D channel and reports the status of the D and E chan-
nels. The following description provides the functions of the individual
fields in the CSR.

27 26 25 24 23 22 21 20 19 16

DEV_ID

MA_LOADED| A_LOADED

LANCE_
ERR

DMA_ON | EN_NEXT | TCI_DIS FASTER ALE/AS

Bit 15 14

12 10 9 8 7 6 5 4 3 2 1 0

Reserved| TC

EN_
CNT

ERR_
PEND

INT_
PEND

EN_
DMA

SLAVE_

RESET ERR

Unused WRITE FLUSH [ INT_EN | DRAINING

22

INT_PEND Interrupt Pending (Read Only) 0
The L64853A automatically sets INT_PEND to indicate a pend-
ing interrupt. Asserting D_IRQ or setting TC (when not disabled
by TCI_DIS) sets INT_PEND. If no interrupts are pending, this

bit is clear.

ERR_PEND  Error Pending (Read Only) 1
ERR_PEND is set when an error condition occurs during a
D-channel memory access (for example, a parity error, protec-
tion violation, or time-out). Setting ERR_PEND causes an inter-
rupt (INTREQ asserted) if INT_EN is set. DMA transfers are
stopped when ERR_PEND is asserted. ERR_PEND is reset
when either the FLUSH bit is set, the RESET bit is set, or

RESET is asserted.

DRAINING  Draining (Read Only) [3:2]
Dirty data are data in the D cache that are pending a write to the
SBus. Draining is the process of writing the dirty data to the
SBus. If one of the D channel’s cache lines is draining dirty data,
the DRAINING bits (bits [3:2]) read as 11,. While these bits are
ones, do not set the RESET or FLUSH bits or write to the DMA
Address Counter Register. The DRAINING bits are not valid
while ERR_PEND is set or during D-channel read operations
and should be ignored. Note that these two bits are backward-
compatible with the PACK_CNT bits, which occupy the same

bit positions in the L64853 CSR.

Registers
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INT_EN

FLUSH

SLAVE_ERR

RESET

WRITE

EN_DMA

Interrupt Enable (Read/Write) 4
When set, INT_EN enables the SBus INTREQ signal when
INT_PEND or ERR_PEND is set.

Flush Buffer (Write Only) 5
Setting FLUSH marks all bytes in the D-channel cache as invalid
and resets ERR_PEND and TC. IfEN_NEXT =1, A_LOADED
and NA_LOADED are also reset. Note that the FLUSH bit also
resets itself, hence it always reads as zero. Note also that soft-
ware should never set this bit while the EN_DMA or
DRAINING bits are set.

Slave Error (Read/Write) 6
The L64853A sets the SLAVE_ERR bit when an SBus Master
tries to access the L64853A with an unsupported SBus size. In
this situation, the L64853A responds with an SBus Error
Acknowledgement and sets this bit. Write a one to this bit to
reset it.

Reset DMA (Read/Write) 7
When set, RESET acts as a hardware reset. The L64853A is ini-
tialized into the following state: ERR_PEND, INT_EN, FLUSH,
EN_NEXT, DRAINING, SLAVE_ERR, WRITE, EN_DMA,
EN_CNT, TC, DMA_ON, and FASTER are set to zero, and
RESET is set to one. All valid/dirty bits in the cache are cleared.
An SBus reset (RESET = 0) sets all CSR bits to zero except for
the DEV_ID field. The D_RESET signal remains asserted for as
long as the RESET bit of the CSR or the RESET signal is active.
Note that software should never set this bit while the EN_DMA
or DRAINING bits are set.

Memory Read/Write (Read/Write) 8
WRITE determines the direction of the D-channel DMA trans-

fer. When HIGH, the flow is to memory (memory write); when

LOW, the flow is from memory (memory read).

Enable DMA (Read/Write) 9
When set, EN_DMA allows the L64853A to respond to DMA
requests by the D-channel controller, as long as DMA activity is
not stopped due to an interrupt, etc. When this bit is one, do not
set the RESET or FLUSH bits or write to the DMA Address
Counter Register. See the description of the DMA_ON bit for
more information.

Internal Programmable Registers 23
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24

Unused

EN_CNT

TC

Reserved

ALE/AS

LANCE_ERR

FASTER

Registers

Not Used (Read Only) . [19:16], [12:10}
These bits are unused; they always read as zeros.

Enable Counter (Read/Write) 13
Aslong as EN_CNT is set, the internal Byte Counter is enabled.
The Byte Counter decrements on byte transfers between the D

channel and the L64853A. The set state also enables the opera-
tion of the TC bit. EN_CNT and EN_NEXT control the operat-
ing modes of the D-channel programmable registers. Refer to the
table in the EN_NEXT description on page 2-5 for these modes.

Terminal Count (Read Only) 14
When set, TC indicates that the Byte Counter has expired. That
is, TC is set when a byte count makes a transition from
0x00.0001 to 0x00.0000. When the L64853A sets the TC bit, an
interrupt is generated on the INTREQ pin, as long as interrupts
are enabled by INT_EN and not disabled by TCI_DIS. Also, if
the operation was a DMA write, the L64853A queues all dirty
bytes in the cache for draining. When EN_NEXT =0, TC is
cleared only by the FLLUSH bit, the RESET bit, or the RESET
pin. When EN_NEXT = 1, TC can also be cleared by writing a
one to it.

Reserved (Read/Write) 15
Bit 15 is reserved for future enhancements. For correct opera-
tion, always write a zero to this bit.

Address Latch Enable/Address Strobe (Read/Write) 20
ALE/AS defines pin 27 as either ALE (active HIGH signal) or
AS (active LOW signal). If this bit = 1, pin 27 is ALE. If this
bit = 0, pin 27 is AS. The default value for this bit is zero.

LANCE Error (Read Only) 21
LANCE_ERR is set when a memory error occurs on a transfer
to or from the E channel. The L64853A does not generate an
interrupt in response to LANCE_ERR being set. The L64853A
does not respond to any subsequent E-channel transfers until
LANCE_ERR is cleared. A slave write to the E channel clears
this bit.

Fast Speed (Read/Write) 22
The FASTER bit is set when a faster access time is required for
the D channel. Refer to the timing diagrams in Section 4.5,
“Read/Write Transactions,” for specific details.
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TCI_DIS

EN_NEXT

DMA_ON

A_LOADED

NA_LOADED

mLLC

TC Interrupt Disable (Read/Write) 23
When TCI_DIS is set, interrupts and auto-draining are disabled
from TC. The default value for this bit is zero.

Enable Next (Read/Write) 24
As long as EN_NEXT is set, the next address auto-load mecha-
nism is enabled. The default value for this bit is zero. EN_NEXT
and EN_CNT control the operating modes of the DMA Address
Counter Register, Next Address Register, Byte Counter, and
Next Byte Counter as shown in the following table.

EN_CNT EN_NEXT Mode

0 x! Backward-compatible with the 1.64853

1 0 Backward-compatible with the L64853 using
the Byte Counter. FLUSH clears the TC flag.

1 1 Next Address and Next Byte Count values

loaded into the Address Counter and Byte
Counter Registers on byte count expiration.
DMA stops on byte count expiration if the
Next Address Register is not loaded.

1. x =don’t care.

DMA On (Read Only) 25
When DMA_ON is set, the L64853A responds to DMA requests
from the D channel. This bit reads as one when ((A_LOADED

OR NA_LOADED) & EN_DMA & NOT ERR_PEND) is true.
When this bit is clear, the L64853A ignores DMA requests from
the D channel.

Address Loaded (Read Only) 26
When either software writes to the Address Counter Register or
the 164853 A copies the contents of the Next Address Register
into the Address Counter Register, the A_LOADED bit is set.
This bit is cleared by RESET assertion or Byte Counter expira-
tion. A_LOADED is also reset by FLUSH when EN_NEXT = 1.

Next Address Loaded (Read Only) 27
Writing to the Next Address Register while EN_NEXT = 1 sets
NA_LOADED. This bit is cleared when RESET is set,
EN_NEXT is cleared, EN_CNT is cleared, or when the Next
Address Register is copied to the Address Counter Register. The
latter case occurs when both NA_LOADED = 1 and
A_LOADED = 0. NA_LOADED is also reset by FLUSH when
EN_NEXT = 1.

Internal Programmable Registers 2-5
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DEV_ID Device ID (Read Only) [31:28]
For the current implementation, this field is set to 1001,.

DMA Address
Counter and Next
Address
Registers

Figure 2.2

DMA Address
Counter and Next
Address Registers

2-6

The DMA Address Counter Register and the DMA Next Address Register,
shown in Figure 2.2, contain the virtual addresses for the current and next
memory transfers, respectively. The Next Address Register is a 32-bit reg-
ister. The Address Counter Register is divided into a 24-bit counter and an
8-bit register.

DMA Address Counter
31 24 23 0
| 8-Bit Register | 24-Bit Address Counter |

DMA Next Address Register

31
32-Bit Register !

The eight-bit register in the Address Counter Register contains the high-
order byte of the virtual address; the upper eight bits are fixed since DMA
transfers are limited to 16 Mbytes. The 24-bit counter contains the lower
three bytes of the virtual address. The Address Counter Register always
points to the next byte to be accessed by the D-channel controller, indepen-
dent of which bytes in memory have been accessed by the L64853A.

The Next Address Register, in conjunction with the Next Byte Counter
Register, allows data transfer setups to be pipelined, thus reducing the
amount of overhead between block transfers. The virtual address for the
next data transfer is preloaded into the Next Address Register. When
NA_LOADED =1 and A_LOADED =0, the L64853A automatically cop-
ies the contents of the Next Address Register into the Address Counter
Register.

If data block chaining is enabled (EN_NEXT = 1), both the Address
Counter Register and the Next Address Register are used in the DMA
operation. If data block chaining is disabled (EN_NEXT = 0), only the
Address Counter Register is used.

After a RESET, the Address Counter Register and Next Address Register
both contain indeterminate values.

Note that software should never write to the Address Counter Register
while the EN_DMA or DRAINING bits are set. If the Address Counter
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Register is written to, the L.64853A marks all bytes in the D cache as
invalid.

See Section 4.2, “Register Operation,” for more information on the DMA
Address Counter Register and the DMA Next Address Register.

DMA Byte and
Next Byte
Counters

Figure 2.3
DMA Byte and Next
Byte Counters

The Byte Counter and the Next Byte Counter are 32-bit registers that hold
the number of bytes in a D-channel DMA transfer. The Byte Counter con-
tains the byte count for the current memory transfer. The Next Byte
Counter contains the byte count for the next memory transfer. These reg-
isters are shown in Figure 2.3.

31 24 23 DMA Byte Counter 0
| 00000000 [ Byte Count |

31 24 23 DMA Next Byte Counter 0
| 00000000 ] Next Byte Count I

The upper byte of these registers always reads as zero. If data block
chaining is enabled (EN_NEXT = 1), both the Byte Counter and the Next
Byte Counter are used during DMA transfers (provided that EN_CNT =1).
If data block chaining is disabled (EN_NEXT = 0), only the Byte Counter
is used.

Loading the Byte Counter with O allows the transfer of 224 bytes (16
Mbytes) before it expires.

The Next Byte Counter Register, in conjunction with the Next Address
Register, allows data transfer setups to be pipelined, thus reducing the
amount of overhead between block transfers.

After a RESET, the Byte Counter and Next Byte Counter both contain
indeterminate values.

See Section 4.2, “Register Operation,” for more information on these
registers.

2.2

Internal and
External ID
Registers

The SBus DMA contains a 32-bit internal identification (ID) register and
a facility for accessing an external ID register or PROM. The external ID
register or PROM supports the automatic configuration feature of The
SBus Specification. Upon power-up, the CPU reads certain memory loca-
tions or slots to determine the system configuration. When the CPU

Internal and External ID Registers 2-7
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accesses the L64853A slot with physical address 0, the DMA controller
either outputs the value in the internal ID register or begins an access sim-
ilar to a slave access to the D channel to read the external ID register or
PROM. The access uses ID_CS as the chip select instead of D_CS.

The L64853A determines whether to use an internal or external ID by the
state of the ID_CS signal. If the bidirectional ID_CS signal is tied LOW,
then the DMA controller uses the internal ID register value. If ID_CS is
pulled HIGH through a 4.7-kQ resistor, then the L64853A uses an external
ID register or PROM. The ID_CS pin then becomes a chip select output.
The L64853A pulls the ID_CS pin LOW to indicate an external ID access.

The L64853A internal ID register is hardwired to OxFE81.0102. The inter-
nal ID register should be used mainly for system testing purposes. Actual
system implementations should use an external ID register or PROM to
avoid ID conflicts with multiple DMA devices on a single system. The
information programmed in the ID PROM can range from a manufactur-
er’s name and model number to a device driver. Note that if a slot does not
respond with that information during the ID access, that slot is subse-
quently ignored.

2.3
Addressing
Internal and
External
Registers

2-8

Any SBus peripheral device that is built using the L64853A contains two
types of configuration and control registers: the internal L64853A regis-
ters, described in Section 2.1, and the external registers in the peripheral
controllers that are attached to the L64853A’s two channels. Examples of
external registers are listed in Chapter 8.

The implementation of the SBus controller and the way that the hardware
designer connects the physical address signals determine the system
addresses that specify the internal or external registers.

With regard to the SBus controller implementation, the SBus uses a geo-
graphical addressing scheme that assigns ranges of addresses to each SBus
connector. When the SBus controller detects access to a particular range,
it asserts the SEL signal dedicated to the related connector.

When the SBus controller asserts the L64853A’s SEL input, the L64853A
uses four address inputs to further decode the address present on SBus sig-
nals PA[27:0]: PA[X:Y] and PA[3:2]. The PA[X:Y] signals are connected
to two of the SBus’s 28 physical address lines, PA[27:0]; for example on

the L64853A in the SPARCstation 2, PA[X:Y] =PA[23:22]. The L64853A

Registers




BN 5304804 0012295 127 MELLC

Table 2.1
Accesses by
Register Type

Table 2.2
Internal
Programmable
Registers

uses PA[X:Y] to select the category of registers for access according to
Table 2.1. The size of the data item that must be transferred over the SBus,
specified by SIZ[2:0), is also shown for each category of register.

PA[X:Y] Addressed Register Type Size
00  Internal ID Register (or external if ID_CS = HIGH) Byte, Halfword!, Word!
01 Internal Programmable Registers Word
10 D-channel Registers (External) Byte, Halfword!, Word!
11 E-channel Registers (External) Halfword, Word?

1. Allowed due to SBus bus-sizing protocol.

Table 2.2 lists the addresses of the programmable registers. These registers
are selected when PA[X:Y] = 01,, SEL = AS = 0.

PA[3:2] EN_NEXT' A_LOADED' Type  Register

00 X X R/W Control/Status Register (CSR)
01 0 X R/W Address Counter Register

01 1 ] R/W Address Counter Register

01 1 1 R Address Counter Register

01 1 1 w Next Address Register

10 0 X R/W Byte Count Register?

10 1 0 R/W Byte Count Register?

10 1 1 R Byte Count Register®

10 1 1 W Next Byte Count Register®
11 X X R Reserved for Testing

1. EN_NEXT and A_LOADED are bits within the CSR.
2. The Byte Counter Registers are used only when the EN_CNT bit in the Control/
Status Register equals 1.

Other physical address lines are wired directly to the two peripheral con-
trollers and are used in an implementation-dependent manner to select
specific registers on these two chips.

Addressing Internal and External Registers 2-9
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24
Internal Register
Reads and Writes

Figure 2.4
L64853A Register
Read/Write Cycles

2-10

The accessible registers in the L64853A include the Control/Status
Register, Address Counter Register, and Byte Counter. The Next Address
Register and the Next Byte Counter are write-only registers. The following
steps describe how to read or write one of these internal L64853A
registers:

1. The CPU executes a LOAD or S__TBRE instruction and asserts the
L64853A’s Slave Select signal (SEL). The physical address is also
driven onto PA[27:0] at this time along with RD, SIZ[2:0], and AS.

2. Because the L64853A recognizes that the read or write access is
intended for itself (SEL is asserted), the L64853A interprets the two-
bit value (00, or 01,) on the physical address lines PA[X:Y]. This two-
bit value indicates that an internal L64853 A register is the target of the
read or write. Refer to Table 2.2 for the assignment of physical
addresses to L64853A internal registers.

3. If the target register is internal to the L64853A, the data are either read
from the intended register to the data lines D[31:0] or written from the
data lines to the intended register.

4. Finally, the L64853A asserts ACK2 to inform the SBus controller that
the slave-mode operation is complete.

Figure 2.4 illustrates both a register read and a register write operation for
the L64853A. See The SBus Specification for further details on SBus sig-
nals not shown here.

ek LML LMooy o
S% \ )

PAIX:Y] X X __

ACK? /
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Chapter 3
L64853A Operation

This chapter describes the operational modes of the L64853A and the
internal cache organization. These descriptions apply to both the D and E
channels. Details specific to the individual channels are provided in Chap-
ter 4, “D-Channel Operation,” and Chapter 5, “E-Channel Operation.”

31 The L64853A supports two basic modes of operation: Master and Slave.
Modes of The basic operations of both the D and E channels are DMA Reads and
Operation Writes, executed when the L64853A is in Master mode, and Register
Reads and Writes, executed when the 1.64853A 1s an SBus Slave.
DMA transfers are accomplished by the coordinated activity of all chips in
the system: the peripheral controller, the 1.64853A, the CPU, the SBus
controller, and the memory controller.
Master Mode In Master mode, the L64853A is an SBus DVMA Master and performs

DMA reads and writes. The L64853A generates virtual addresses on the
SBus data lines. These addresses are translated into physical addresses by
the SBus controller’s MMU. Data is then transferred between the internal
cache of the L64853A and either memory or another SBus Slave.

All DMA reads from memory are in four-word bursts (see Figure 3.1).
DMA writes to memory can be any size: byte, halfword, word, or four-
word burst. The L64853A SBus interface always uses the largest size pos-
sible when writing to memory. The largest possible size is determined by
the total number of bytes written to the internal cache by the I/O device.
Note that because the L64853A uses four-word bursts, the slave device
that it is accessing must also support four-word bursts.

3-1
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Figure 3.1
SBus DMA Burst
Read

B\ -

BG

DI31:0) _ Xw b X 0 X0 X0 X
S—

S1Z[2:0] 16 bytes

AS

ACK2

MDgt.

The L64853A SBus interface supports rerun acknowledgments from
slaves. The requested DMA transfer repeats until either it completes or an
error indicator, for example, ACKO, is received, whereupon the transfer
aborts. When the L64853A receives a rerun acknowledgment, it deasserts
BR for one clock to give the CPU and other DMA Masters a chance to win
SBus arbitration. The L64853A then reasserts BR to retry the cycle. After
the L64853A asserts BR, it does not deassert it until BG or RESET is
asserted.

Slave Mode

32

In Slave mode, the CPU is the SBus Master, and it performs register reads
and writes of the L64853A as an SBus Slave. The SBus physical address
lines access the L64853A’s internal registers and those of the two periph-
eral controllers, using a register addressing scheme that is implementation-
dependent. The L64853A’s internal cache is bypassed in the Slave mode.

If the SBus Master attempts a slave access to the D or E channel while the
channel is currently active with a DMA transfer to/from the L64853A, the
L64853A forces the Master to rerun the slave access. This rerun acknowl-
edgment ensures that a deadlock does not occur between the peripheral
controllers and the SBus Master.

The L64853A allows the SBus Master to access internal L64853A regis-
ters while the L64853A is active with a DMA transfer to/from one of the
peripheral controllers.

L64853A Opsration
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32
Internal Cache
Memory

Figure 3.2
L64853A Block
Diagram

This section discusses the L64853A’s internal cache configuration. The
internal cache is used only during DMA transfers. The D and E channels
each include a 32-byte cache memory, as shown in Figure 3.2. The caches
are the data buffers between the SBus and the peripheral controllers. Data
are packed or unpacked in the appropriate cache memory. Packing and
unpacking the data in the cache allows for a four-word burst and reduces
the impact on the SBus bandwidth.

E-Channel Interface SBus Interface
> Address
. Address Latch Decode
<:> 32-Byte - >
Y Cache ] [*™|Address
A o
SBus A;:
Arbitration
D-Channel Interface and
Multiplexer |[__|
L> 32-Byte -t >
Cache
<:> «——{Data
| D-Channel Registers ]I:: R
MD91.117

Each cache is divided into two lines of 16 bytes (four words) each. The
cache lines are referred to as Most Recently Used (MRU) and Least
Recently Used (LRU), depending on when each line was last accessed,
where an access is either a read or a write. The line most recently accessed
by the peripheral controller is marked as MRU, and the other as LRU.
Once the last byte of the MRU cache line is accessed (the least significant
address bits of the last byte = OxF), that cache line is then marked LRU and
the other cache line is marked as MRU.

Each 16-byte cache line has a dirty bit and 16 valid bits associated with it,
where each valid bit corresponds to a byte in the cache line. When set, the
valid bit indicates that its corresponding byte contains valid data for a
memory read or write. The dirty bit refers to the entire cache line. When
set, the dirty bit indicates that the cache line contains data for a memory

Internal Cache Memory 3-3
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Figure 3.3
Cache Line
Configuration

write. When the dirty bit is reset, the cache line does not contain data for a
write. Figure 3.3 illustrates the cache lines with their associated bits.

Byte 15 0 Bitt5 0

[

Most Recently Used {MRU) Cache Line Valid Bits Dirty Bit

[

Least Recently Used (LRU) Cache Line Valid Bits Dirty Bit
MD91.118

Byte 15 0 Bit15 0

Memory Reads

For memory reads, a cache miss occurs when the data requested by the
peripheral device are not in the cache line. When a cache miss occurs, the
L64853A loads the cache with a four-word burst from memory. The data
from the four-word aligned, four-word burst are loaded into the LRU cache
line. As each byte is read into the cache, the L64853A sets the byte’s cor-
responding valid bit. When the data are transferred to the peripheral
device, the valid bit for the corresponding byte or bytes is cleared. Once
the valid bit is cleared, data at that particular cache address cannot be read
again. This step ensures consistency between the internal cache and
memory.

The L64853A performs read-ahead operations in order to maximize the
number of cache hits. Read-ahead operations fill an entire cache line with
a line from memory. These operations occur when the least significant
address bits of the requested data are 0100, for a D-channel read and 0110,
for an E-channel read. Refer to Section 4.3, “D-Channel Cache Opera-
tion,” and Section 5.2, “E-Channel Cache Operation,” for more details on
read-ahead operations.

Memory Writes

34

For memory writes, the peripheral device first writes the data to the cache.
Writing the first byte to the cache sets the dirty bit for that cache line. The
valid bit that corresponds to each byte written to the cache is also set. The
data are packed into the cache until either the line is full or another draining
condition is met. The cache line is marked LRU, and the valid data in the
line are scheduled for draining to memory. The other cache line is marked
MRU, and transfers between the peripheral device and the L64853A can

continue simultaneously with the SBus transfer.

L64853A Operation
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Draining conditions are different for the D and E channels. Refer to Sec-
tion 4.3, “D-Channel Cache Operation,” and Section 5.2, “E-Channel
Cache Operation,” for more information on draining in the D and E caches.

Internal Cache Memory 35
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Chapter 4
D-Channel Operation

Chapter 4 describes the organization and operation of the D channel, for
both programmers and hardware designers. This chapter is divided into the
following sections:

m  General Description: This section presents the D channel in general
terms.

B Register Operation: This section describes the register and counter
operation during memory transfers between the D channel and the
L64853A.

m  D-Channel Cache Operation: This section explains the D-cache data
transfer for both memory read and write operations.

®  Memory Errors and Interrupts: This section discusses the detection
and resolution of memory errors and interrupts.

W Read/Write Transactions: This section describes the signal sequences
required for DMA and slave register read/write operations.

®  Programming Notes: This section provides programming tips on data
transfers and register operation.

41 The D channel is an eight-bit DMA control channel. The L64853A
General D-channel interface supports DMA memory reads and writes (Master
Description mode) and register read and write operations (Slave mode).

A DMA transfer from the D channel to memory consists of two separate
transfers: one or more eight-bit transfers from the D channel to the D
cache, then a byte, halfword, or word transfer from the D cache to memory.
Similarly, a transfer from memory to the D channel consists of two trans-
fers: a four-word burst from memory to the D cache, and one or more
eight-bit transfers from the D cache to the D channel. Note that all memory
reads are in four-word bursts.

41
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The D channel contains a 32-byte cache (the D cache) and five program-
mable registers. The D cache holds data that are being transferred between
the D channel and memory. See Section 3.2 for more information on the
internal cache setup and Section 4.3 for D-cache specific information.

The five registers are the DMA Address Counter Register, DMA Next
Address Register, DMA Byte Counter, DMA Next Byte Counter, and
Control/Status Register (CSR). The Address Counter and Next Address
Register contain the virtual addresses for the current and next memory
transfers, respectively. The Byte Counter and Next Byte Counter contain
the byte counts for the current and next memory transfers, respectively.
The two Next registers are used exclusively in the data block chaining
mode described in Section 4.2.

The CSR contains several programmable fields that configure the
D-channel interface. The CSR also provides status information on the D
and E channels.

42
Register
Operation

This section describes the operation of the address and byte count registers
during a memory transfer between the D channel and the L64853A. 1t dis-
cusses two modes of operation: with and without data block chaining. Data
block chaining provides a method of pipelining data block setups, thereby
reducing latency time between block transfers. Data block chaining is
enabled by the EN_NEXT bit in the CSR.

Note that the subsections below assume that the EN_CNT bit in the CSR
is set so that Byte Counter is enabled.

Operation
without Data
Block Chaining

4-2

When data block chaining is disabled (EN_NEXT = 0), the Address
Counter Register and Byte Counter (if EN_CNT = 1) are used in the DMA
transfer. Before a DMA transfer begins, the byte count for the block trans-
fer is loaded into the Byte Counter. The starting virtual address is loaded
into the Address Counter.

Each time a byte is transferred between the L64853A and the D channel,
the byte count is decremented by one and the address is incremented by
one. The Byte Counter expires (changes from 0x00.0001 to 0x00.0000)
upon completion of the block transfer. When the Byte Counter expires, the
L64853A sets the Terminal Count (TC) bit in the CSR.

D-Channel Operation
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When the first block transfer completes, the L64853A generates an inter-
rupt. At this time, the Address Counter Register and Byte Counter can be
loaded with the values for the next memory transfer.

Operation with
Data Block
Chaining

When data block chaining is enabled (EN_NEXT = 1), the Address
Counter Register, Next Address Register, Byte Counter, Next Byte
Counter, and Control/Status Register are all used in the DMA transfer. By
using the Next Address Register and the Next Byte Counter, the starting
virtual address and data block size for an ensuing data transfer can be
loaded while another transfer is occurring. This concurrence of operation
reduces the amount of overhead between transfers.

The byte count for the block transfer is loaded into the Byte Counter. The
L64853A automatically copies this byte count into the Next Byte Counter.
The starting virtual address is written into the Address Counter Register,
then each time a byte is transferred between the L64853A and the D chan-
nel, the byte count decrements by one and the address increments by one.

During the block transfer, the parameters for the next memory transfer can
be set up. Software loads the Next Byte Counter with the byte count of the
next block. (This step is optional if the byte count for the next block is the
same as for the current block.) Software loads the Next Address Register
with the starting address of the next block. When the Next Address Regis-
ter is loaded, the L64853A sets the NA_LOADED bit in the CSR.

The Byte Counter expires upon completion of the block transfer. At this
time, the L64853A sets the TC bit and clears the A_LOADED bit in the
CSR. If TCI_DIS is equal to O, then the L64853A generates an interrupt
when the TC bit is set. When A_LOADED is cleared, the contents of the
Next Address Register and Next Byte Counter are transferred to the
Address Counter Register and Byte Counter, respectively. This transfer
sets A_LOADED and clears NA_LOADED. The L64853A immediately
services the next data block transfer.

If the Next Address Register is not loaded before the first block transfer
completes, then DMA activity stops after the terminal count expires. The
next data block transfer begins when an address is written into the Address
Counter Register. As shown previously in Table 2.2, a write when
EN_NEXT =1 and A_LOADED = 0 loads the Address Counter Register
and not the Next Address Register.

Register Operation 4-3
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Refer to Section 4.6, “‘Programming Notes,” for more information on han-
dling the next block transfer.

43
D-Channel Cache
Operation

This section discusses how the L64853A handles data in the D cache for
DMA read and write operations. The D cache resides between the D chan-
nel and the SBus interfaces. For memory reads, the L64853A loads data
from memory into the D cache before transferring the data to the D chan-
nel. For memory writes, the L64853A loads data into the D cache from the
D channel before transferring the data to memory. Slave accesses to the D
channel bypass the D cache. Refer to Section 3.2, “Internal Cache Mem-
ory,” for more details on the D cache.

Memory Reads

4-4

The D-channel controller initiates memory reads. On a memory read, the
L64853A first checks for the data in the D cache, using the address loaded
in the Address Counter Register. If the data requested by the D channel are
not in the D cache or are marked as invalid, then a cache miss occurs. The
Least Recently Used cache line is filled with a four-word burst from mem-
ory containing the requested data. The four words are aligned on a four-
word boundary, and the word containing the requested data is the first one
to be read from memory. The L64853 A marks each byte it reads into the D
cache as valid. As soon as the requested data are written to the D cache, the
L64853A transfers the data to the D channel, even if the entire D-cache
line has not yet been filled. As soon as the L64853A transfers a byte to the
D channel, it marks the byte as invalid.

If the D channel requests data that are in the D cache and are marked as
valid, then a cache hit occurs. The 1.64853A transfers the data to the D
channel and marks the byte or bytes as invalid.

If the least significant address bits of the requested data are 01005, the next
four-word line in memory is on the same four-Kbyte page as the current
cache line, and a cache hit occurs, then the L64853 A performs a read-
ahead operation. When a read-ahead occurs, the L64853A fills the cache
line that does not contain the data requested by the D channel with the next
line from memory. The read-ahead happens concurrently with the transfer
of the requested data to the D channel.

If the least significant address bits of the requested data are 0100,, the next
four-word line in memory is on the same four-Kbyte page as the current
cache line, and a cache miss occurs, the L64853A performs two four-word

D-Channel Operation
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bursts. The first burst operation fulfills the cache miss and the second burst
operation performs the read-ahead operation. The L.64853A does not assert
the D_ACK signal to acknowledge the D-channel request until the SBus
burst transfer caused by the cache miss is complete.

Software can mark any data left in the cache after the read as invalid either
by setting the FLUSH bit in the CSR or by writing a new address in the
DMA Address Counter Register.

Memory Writes

DMA memory write operations write a byte or series of bytes from the D
channel to the D cache. When the L64853 A packs data into a cache line for
a memory write, the L64853 A sets the dirty bit for the cache line and marks
each byte of data written into the cache line as valid. When the L64853A
writes the last byte (byte 15) of that cache line, it queues the dirty bytes for
draining to memory. The DMA Controller marks that cache line as the
LRU and starts packing data into the other cache line (now the MRU).
Once the L64853A transfers the data to memory, the L64853A clears the
dirty and valid bits.

Any time the L.64853A detects a D-channel interrupt, byte count expira-
tion, or CPU slave access (read or write) to a D-channel-related register
(Next Address, Next Byte Counter, Address Counter, Byte Counter, CSR,
or any register in the D channel), the L64853A queues all valid bytes in the
D-cache lines for draining to memory, unless a memory error has occurred.
Hardware automatically drains queued bytes to memory. When the
L64853A is draining dirty bytes, the DRAINING field in the CSR reads as
11,.

44
Memory Errors
and Interrupts

Interrupts to the L64853 A occur as a result of memory access errors, inter-
rupts from the D-channel controller, or completion of a DMA transfer.
When one of these interrupts occurs, the L64853A generates an SBus
interrupt request by asserting INTREQ provided the INT_EN bit in the
CSR is set.

As mentioned in Section 4.1, a transfer from the D channel to memory con-
sists of two separate transfers: one between the D channel and the
L64853A, and one between the L64853A and memory. A memory, time-
out, or protection error only occurs in a transfer between the L64853A and
memory. When an error is detected, the L64853A sets the ERR_PEND bit
in the CSR and generates an interrupt to the SBus (if INT_EN = 1). No
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transfers occur between the L64853A and memory until the interrupt is
cleared; however, up to seven additional words could be transferred from
the D channel to the L64853 A before the interrupt is generated. The inter-
rupt is active until the ERR_PEND bit is cleared by either setting the
FLUSH or RESET bits in the CSR.

Parity, memory time-out, or protection errors may occur on transfers from
memory to the L64853A. Because of read-ahead operations, the L64853A
reads data that the D channel has not requested. The L64853A may detect
an error on this data. Whether the D channel requested that data or not, the
L64853A does not write the data to the D channel. The L64853A sets the
ERR_PEND bit and generates an interrupt to the SBus as long as

INT_EN = 1. The interrupt is active until the ERR_PEND bitis cleared. To
clear the ERR_PEND bit, set either the FLUSH or RESET bits in the CSR.

The 164853 A sets the INT_PEND bit in the CSR when the D-channel con-
troller asserts D_IRQ. The L64853A then generates an interrupt to the
SBus as long as INT_EN = 1.

Similarly, the L64853A sets the INT_PEND bit when the Byte Counter
expires provided that TCI_DIS = 0. The L64853A then generates an inter-
rupt to the SBus as long as INT_EN = 1.

45
Read/Write
Transactions

The L64853A D-channel interface supports DMA Master read/write and
Slave register read/write operations. This section describes the signal
sequences for each type of operation. Functional timing diagrams of the
various operations are provided. This section is intended for hardware
designers.

DMA Reads and
Writes (Master
Mode)

46

This subsection discusses DMA read and write operations for the D chan-
nel. Read operations are discussed first followed by a description of write
operations.

D-Channel Read Operations

A DMA read consists of an SBus read from memory to the L64853A and
a write from the L64853A to the D channel. A DMA read indicates a

D-Channel Operation
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Table 4.1
DMA Read
Operation Settings

transfer from memory to the D-channel device. The signal sequence for a
D-channel read operation is as follows:

1.

The D-channel controller asserts the Request signal (D_REQ) in order
to request a DMA transfer. Since the WRITE bit in the CSR is LOW,
the L64853A performs a read operation.

The L64853A compares the value in the Address Counter Register
with the address tag on each cache line. If the values do not match or
if the data at the requested location are marked as invalid, then a cache
miss occurs.

If a cache miss occurs, the L64853A asserts BR to request control of
the SBus. When the SBus controller asserts BG to give control of the
SBus to the L64853A, the L64853 A outputs the virtual address of the
data requested from the Address Counter Register onto the SBus data
lines, D[31:0], along with the appropriate signals to indicate a four-
word burst read.

The SBus controller’s MMU translates this virtual address into a
28-bit physical address, and places the physical address on the SBus
physical address lines, PA[27:0].

The L.64853 A reads the SBus data lines D[31:0] after each SBus clock
where ACK?2 is asserted, until all four words are transferred to the
D cache.

If a cache hit occurs or the L64853A has loaded the data into the
D cache from the cache miss above, the L64853A asserts D_ACK and
D_WR, and begins transferring data to the D-channel peripheral.

The L64853A writes the requested data onto the D_D[7:0] lines from
the D cache until all requested bytes are transferred.

The setup of the FASTER bit in the CSR and the SLOW pin determines the
speed of the read operation. Figures 4.1 through 4.3 illustrate DMA read
operations. Table 4.1 lists the figures with their respective settings for the

FASTER bit and the SLOW pin.
Figure Number  FASTER bit SLOW pin
Figure 4.1 x! 0
Figure 4.2 0 1
Figure 4.3 1 1

1. x = don’t care.
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In all three figures, the data requested by the D channel are present in the
D cache. If the data are not present, the L64853A delays asserting the
D_ACK and D_WR strobes until an SBus memory read fills the cache (see

the SBus Read Cycle).
i ew LML L LML LML
DMA Read with 5 ! 3
FASTER = x, ‘ ‘ '
—_— ’ D
STOW=0 e
DAKK N\ N
D_WR

D_D{70) data

A gy L LT LUt
DMA Read with e LU LU
FASTER =0, —
—_— 4 D_REQ
SLOW/ = 1 Fea_/
D_ACK
D_WR //

Figure 4.3 Iyt
DMA Read with CK =

FASTER =1,
SIOW=1 bRea _/
D_ACK
D_WR
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D-Channel Write Operations

A DMA write indicates a transfer from the D-channel device to memory.
The write consists of a read from the D channel to the L64853A and an
SBus write from the L64853A to memory. The signal sequence for a
D-channel write operation is as follows:

1. The D-channel controller asserts the Request signal (D_REQ) in order
to request a DMA transfer.

2. The L64853A asserts D_ACK and D_RD in response to the D chan-
nel’s request.

3. The L64853A reads the data from the D_D[7:0] lines into the D cache
until the last byte in the MRU cache line is loaded or an interrupt
occurs.

4. The L64853A asserts BR in order to request control of the SBus. The
SBus Controller asserts BG to grant control to the L64853A. During
the SBus transfer, the L64853A can also be reading data into the LRU
cache line.

5. The L64853A outputs a 32-bit virtual address from the Address
Counter Register onto the SBus data lines, D[31:0].

6. The SBus Controller’s MMU translates this virtual address into a
28-bit physical address, and places the physical address on the SBus
physical address lines, PA[27:0].

7. The L64853A outputs the contents of the D cache onto the SBus
data lines, D[31:0]. The memory controller transfers the data to the
memory array.

The setup of the FASTER bit in the CSR and the SLOW pin determines the
speed of the write operation. Figures 4.4 through 4.6 illustrate DMA write
operations. Table 4.2 lists the figures with their respective settings for the

FASTER bit and the SLOW pin.
Table 4.2 Figure Number FASTER bit SLOW pin
DMA Write Fizure 4.4 1 0
Operation Settings 1gure 4. X

Figure 4.5 0 1

Figure 4.6 1 1

1. x =don’t care.
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Figure 44 pEREREREREEEEREREREEE
DMA Write with o 1 1
FASTER = x
e 4 D_REQ
SIOW=0 - \
DAKK N\ \
D_RD

D_D[70] % data

oo e LML LML LML LTLLTL
DMA Write with d ;
FASTER =, ' '
—_— 4 D_REQ
Stow=1 - —/
D_ACK
D_RD

D_D{7.0] data
: i i MD81.123

A Uy
DMA Write with o JEpsg=

FASTER=1
Avis 4 D_REQ
SLOW =1 e/ \
D_ACK
D_RD

D_D[70] 7 data

MDSt.124

Register Reads Register reads and writes allow the CPU to read status conditions and to
and Writes (Slave  set up data transfer parameters. The CPU is the Bus Master throughout
Mode) these operations, and the L64853A is the Slave.

The following steps summarize a D-channel register read or write
operation:

1. The CPU executes a LOAD or STORE instruction using the system-
dependent address that asserts the L64853A’s Slave Select signal
(SEL). The physical address is also driven onto PA[27:0] along with
the appropriate states of RD, SIZ[2:0], and AS.
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Figure 4.7

Fast Mode
D-Channel Register
Read (SLOW=1)

2. The L64853A recognizes the read or write access (SEL is asserted),
and interprets the value (10,) on the physical address lines PA[X:Y].
This value indicates that an external D-channel controller register is
the target of the read or write. Note that Chapter 8, “Applications,”
describes the register addresses for the external registers on the
SPARCstation 1.

3. The D-channel data transfer size over the SBus is one byte. The
L64853A passes the data between the SBus and the D-channel control-
ler without any buffering in the D cache. The data are transferred over
the D_DJ[7:0] lines to or from an eight-bit register in the D-channel
controller. To accomplish this transfer, the L64853A also asserts vari-
ous strobes (D_CS, D_RD, D_WR).

4. Finally, the L64853A asserts ACK1, thus informing the SBus control-
ler that the Slave-mode operation has completed.

5. If the D channel is busy transferring data to or from the D cache when
the CPU selects that channel, the L64853A asserts Rerun Acknowl-
edgment on the ACK[2:0] pins to tell the CPU to rerun its operation.

Figure 4.7 illustrates a D-channel register read operation in fast mode
(SLOW = 1). Figure 4.8 illustrates a D-channel register read operation in
slow mode (SLOW = 0). The main difference between the two operations
is that D_CS and D_RD are held LOW three clock cycles longer in slow
mode than in fast mode.

e[ L LU LT L Ly
TN —

PAIX:Y] X

MD381.125
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fgure 45 e LML LML L L L L
D-Channel Register SEL, TN
Read (SLOW = 0) AS

papcy] X

D_C

(7]

_R

D_DI7:0) 222K
CK1 /

Figure 4.9 illustrates a D-channel register write operation in fast mode
(SLOW = 1). Figure 4.10 illustrates a D-channel register write operation
in slow mode (SLOW = 0). The main differences between the two opera-
tions are that D_CS and D_WR are extended by two clock cycles in slow
mode.

e L LT L
Fast-Mods o LT LML L L L

D-Channel Register SEL, T

Write (SLOW = 1) AS \ /

PAXY] X WA

O
(=)

>

DDl 224

MD91.126
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Figure 4.10
Slow-Mode
D-Channel Register
Write (SLOW = 0)

D_WR

D010 7777777
ACKT /

46
Programming
Notes

This section provides some D-channel programming hints for the software
programmer on the following topics:

m  Setting Up, Suspending, and Stopping Transfers

m  Using the Byte Counter with EN_NEXT =0

m  Using the Byte Counter with EN_NEXT =1

Setting Up,
Suspending, and
Stopping
Transfers

This subsection discusses procedures for setting up, suspending, and halt-
ing DMA transfers. The following procedure is recommended for correct
operation of transfers between the L64853A and the D channel:

Step 1. Configure the CSR for the data transfer.

First clear the CSR to ensure no error bits are set. To clear the
CSR, issue either a FLUSH or RESET command. Then program
the WRITE, INT_EN, EN_CNT, FASTER, EN_DMA,
EN_NEXT, and TCI_DIS bits for the operation.

Step 2. Load the transfer size into the Byte Counter.

Step 3. Load the starting address of the data transfer into the Address
Counter Register. The L64853A is now ready to service any
D-channel master transactions, provided that DMA_ON is set.

Step 4. Program the D-channel controller for the particular transfer and
initiate the transfer.

To suspend transfers between the D channel and the L64853 A, the device
driver clears the EN_DMA bit in the CSR. The L64853A ignores new
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DMA requests from the D channel when EN_DMA = 0. Note that the
L64853A can still access SBus memory even with EN_DMA = 0. The
device driver restarts the DMA transfer by setting EN_DMA.

One of three events halts the transfer:

m  An error. The device driver must poll the D-channel controller for
status.
An interrupt. The device driver must provide service.

Expiration of the Byte Counter.

Using the Byte The following procedure is recommended for correct operation of the
Counter with internal Byte Counter when EN_NEXT = 0:
EN_NEXT =0

Step 1. Load the CSR with:

INT_EN = EN_DMA =EN_CNT =1
TCI_DIS = FLUSH = RESET = EN_NEXT = Reserved =0
WRITE = ALE/AS = as read or required for the operation

Note that the SBus interrupt request signal INTREQ) is enabled
(INT_EN = 1) and the Terminal Count flag is enabled
(EN_CNT = 1 and TCI_DIS = 0). The expiration of the byte
count sets the TC bit in the CSR and generates an interrupt on
INTREQ.

Step 2. Load the transfer size for the first block into the Byte Counter.

Step 3. Load the starting address of the first block into the Address
Counter Register.

Once the address is loaded, the L64853A is ready to service any
D-channel requests.

Step 4. Tell the D-channel controller to initiate the transfer.

Data are transferred until the Byte Counter expires. At this time, the
L64853A halts DMA activity, sets the TC flag in the CSR, and generates
an interrupt. The L64853A also clears A_LOADED, which in turn clears
DMA_ON and prevents further DMA activity. DMA remains stopped,
independent of the value of EN_DMA, until a new value is loaded into the
Address Counter Register. The interrupt service routine should clear
EN_DMA before writing a new address to the Address Counter Register.
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To initiate another DMA operation:

m Issue a FLUSH command to clear the TC flag.

m  Repeat the process from Step 1 above.

Using the Byte
Counter with
EN_NEXT =1

This subsection discusses block transfer operations of the L64853A when
EN_NEXT = 1. The stages discussed include the first multiple block trans-
fer, interrupts, and subsequent block transfers.

The following example discusses how to implement two sequential multi-
ple block transfers. The discussion covers setting up the L64853A for the
first multiple block transfer, processing interrupts that occur between
blocks, handling the last block, and setting up the L64853A for the next
multiple block transfer.

First Multiple Block Transfer
The transfer of the first block is set up as follows:

Step 1. Load the CSR with:

INT_EN =EN_DMA =EN_CNT = EN_NEXT =1
TCI_DIS = FLUSH = RESET = Reserved =0
WRITE = ALE/AS = as read or required for the operation

Step 2. Load the transfer size for the first block into the Byte Counter.

The L64853 A automatically copies this transfer size into the Next
Byte Counter.

Step 3. Load the starting address of the first block into the Address
Counter Register.

Step 4. Tell the D-channel controller to initiate the transfer.

Step 5. Set up the L64853A for the second block transfer. Load the trans-
fer size of the second block into the Next Byte Counter. (This step
is optional because the initial loading of the Byte Counter auto-
matically loads the Next Byte Counter.) Load the starting address
of the second block into the Next Address Register.

Always load the Next Address Register after the Next Byte
Counter. Once the Next Address Register is loaded, the L64853A
sets NA_LOADED = 1. At this time, an ensuing DMA block
transfer begins immediately after the first transfer completes. If
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the Next Byte Counter has not been loaded, the second transfer
uses the same transfer size as in the first transfer.

Interrupt Service Routine

This section covers interrupt handling during multiple block transfers.
Only interrupts generated by Byte Counter expiration are discussed here.

Step 1.

Step 2.

Step 3.

Step 4.

Read the CSR for status information.

TC and DMA_ON should both be set. If DMA_ON =0, then
either the Next Address Register was not updated, or an error is
pending (ERR_PEND = 1).

If TC and DMA_ON are both set and the next block is not the last
block to be transferred:

—  Write a “1” to the TC bit in the CSR to clear the
interrupt. Continue on to Step 3 below.

If TC and DMA_ON are both set and the peripheral instead of the
Terminal Count generates the interrupt at the end of the next
transfer (last block):

— Clear the TC bit and set the TC_DIS bit. Since the
TC_DIS bit is set, the Byte Counter expiration does not
generate an interrupt. The Next Address Register is not
loaded, so the transfer stops upon completion of the next
block transfer. In this case, Steps 3 and 4 are not
implemented.

Load the next transfer size into the Next Byte Counter. (This step
is optional because the initial loading of thc Byte Counter auto-
matically loads the Next Byte Counter.)

Load the starting address of the next block into the Next Address
Register.
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Subsequent Block Transfers

The following procedure is recommended for performing subsequent mul-
tiple block transfers:

Step 1. Write these settings to the CSR with the following:

INT_EN = EN_DMA = EN_CNT = EN_NEXT =1
TCI_DIS = FLUSH = RESET = Reserved = 0
WRITE = ALE/AS = as read or required for the operation

These settings assume that the L64853A is in a known state (for
example, A_LOADED = 0). If not, the write to the Byte Counter
and Address Counter Register may go to the Next Registers.

Step 2. Write the byte count of the initial block into the Byte Counter.

Step 3. Write the starting address of the initial block into the Address
Counter Register.

Step 4. Set up and start the D-channel controller.

Step 5. Write the byte count of the next block into the Next Byte Counter.
This step is optional because the initial loading of the Byte
Counter automatically loads the Next Byte Counter.

Step 6. Write the address of the next block into the Next Address
Register.

Figure 4.11 illustrates the flow of the procedures described in this
subsection.
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Figure 4.11
Flow of DMA Transfers on

the D Channel
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Chapter 5
E-Channel Operation

Chapter 5 describes the organization and operation of the E channel for
both programmers and hardware designers.

This chapter is divided into the following sections:
m  General Description: This section presents the E channel in general
terms.

m  E-Channel Cache Operation: This section explains how data are trans-
ferred in the E cache for both memory read and write operations.

m  Memory Errors: This section discusses how the L64853A detects and
resolves memory errors.

m Read/Write Transactions: This section describes the signal sequences
required for DMA read/write (Master mode) and DMA register read/
write (Slave mode) operations.

5.1
General
Description

The E channel is a 16- or 8-bit DMA control channel. The E channel pro-
vides an SBus interface for peripherals that contain their own DMA ser-
vices. Therefore the E channel is suitable for Master-type peripherals—for
example, Ethernet controllers or compression/expansion processors. The
E channel is a higher priority channel than the D channel; when both chan-
nels request SBus access, the E channel gets access first.

Like the D channel, the E channel supports DMA memory read and write
operations (Master mode) as well as external register read and write oper-
ations (Slave mode). Unlike the D channel, however, the E channel is pro-
grammed through the external registers.

A transfer from the E channel to the memory consists of two separate trans-
fers: first one or more 16- or 8-bit transfers from the E channel to the E
cache, and then a byte, halfword, word, or four-word transfer from the E
cache to memory. Similarly, a transfer from memory to the E channel con-

51




B 5304804 0012321 049 EELLC

sists of two transfers: a four-word burst from memory to the E cache fol-
lowed by one or more 16- or 8-bit transfers from the E cache to the E
channel. Note that all memory reads are in four-word bursts.

The E channel contains a 32-byte cache and a 24-bit Address Latch. For
DMA transfers, the E channel uses a multiplexed address/data bus for
address and data transfers. The Address Latch register stores the address
of the data being transferred. The address is output as a 32-bit value where
the upper 8 bits are driven to OxFF. The data are packed into the E cache to
allow efficient burst transfers over the SBus. See Section 3.2, “Internal
Cache Memory,” for more information on the internal cache setup and Sec-
tion 5.2, “E-Channel Cache Operation,” for E-cache-specific information.

During a DMA read or write operation, the E-channel controller provides
the memory address for the read or write of the data. The E-channel con-
troller transfers this 24-bit address over the E_A[23:16] and E_AD[15:0]
lines to the Address Latch on the L64853A. The L64853A then appends a
high-order, 8-bit value of OxFF to this 24-bit address to create the 32-bit
SBus virtual address, which it sends out on the SBus data lines D[31:0]
during a DVMA Master cycle.

5.2
E-Channel Cache
Operation

This section discusses how the L64853 A controls the E cache for memory
read and write operations. The E cache resides between the E-channel /O
and the SBus interface. For memory reads, the L64853 A loads data from
memory into the E cache before transferring the data to the E channel. For
memory writes, data are loaded from the E channel into the E cache before
being transferred to memory. Slave accesses to the E channel bypass the E
cache. Refer to Section 3.2, “Internal Cache Memory,” for more details on
the E cache.

Memory Reads

52

The E-channel controller initiates memory reads. When the E channel
requests a byte or halfword, the L64853A first checks for the data in the E
cache. If the data requested by the E channel are in the cache and are
marked as valid, a cache hit occurs. The L64853A transfers the data to the
E channel and marks the data as invalid.

If the data requested by the E channel are not in the E cache or are marked
as invalid, then a cache miss occurs. The 164853 A fills the Least Recently
Used (LRU) cache line with a four-word burst from memory that contains
the requested data. The four words are aligned on a four-word boundary

E-Channe/ Operation




B® 5304804 0012322 TS MELLC

and the word containing the requested data is the first one read from mem-
ory. The L64853A marks each byte it reads into the E cache as valid. As
soon as the requested byte or halfword is written to the E cache, the
L64853A transfers that data to the E channel, even if the entire E-cache
line is not yet filled. The L64853A transfers the data as either bytes or half-
words, depending on the E_BYTE pin (0 = halfword; 1 = byte). As soon
as the L64853A transfers a byte to the E channel, it marks the byte as
invalid.

If the least significant address bits of the requested data are 0110,, the next
four-word line in memory is on the same four-Kbyte page as the current
cache line, and a cache hit occurs, then the L64853A performs a read-
ahead operation. When a read-ahead occurs, the L64853A fills the E-cache
line that does not contain the requested data with the next line from mem-
ory, this prefetch maximizes the percentage of cache hits. The read-ahead
happens concurrently with the transfer of the requested data to the E
channel.

If the least significant address bits of the requested data are 0110,, the next
four-word line in memory is on the same four-Kbyte page as the current
cache line, and a cache miss occurs, then the L64853A performs two four-
word bursts. The first burst operation resolves the cache miss, and the sec-
ond burst operation performs the read-ahead operation. The L64853A does
not assert E_RDY to acknowledge the E-channel request until the SBus
burst transfer caused by the cache miss is complete, and the data are avail-
able for transfer to the E channel.

A CPU Slave write to any of the internal registers of the AMD Am7990
Local Area Network Controller for Ethernet (LANCE) marks all bytes in
the E-cache line as not valid. This write ensures that data fetched from
memory cannot be used in a subsequent E-channel read, and provides an
easy way of clearing the E-cache valid bits.

Memory Writes

Memory write operations write a series of halfwords or bytes from the E
channel to the E cache. Data packing into a cache line for a memory write
sets the dirty bit for the cache line. Additionally, as the L64853A writes
each byte of data into the cache, it marks the byte as valid. The L64853A
packs data into the E cache until either it loads the last byte (byte 15) of the
cache line or it completes the data transfer (E_HOLD is deasserted). When
either of these two conditions are met, the L64853A queues all valid bytes
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of that cache line for draining to memory. If the transfer is not complete,
the L64853A packs the remaining data into the other cache line.

The L64853 A always transfers the largest size of data possible. If the entire
line contains valid bits, the L64853A performs a four-word burst opera-
tion. If only four consecutive bytes are valid, the L64853A performs a
word transfer.

The L64853A detects the end of an E-channel transfer when the E-channel
controller deasserts E_HOLD. At this time, the L64853A queues all valid
bytes in the E cache for draining to memory. This operation ensures that
data are not left in the E cache when the E channel interrupts the CPU.

If the E-channel controller writes to the L64853A at a variety of addresses
without deasserting E_HOLD, both cache lines could contain valid bytes.
If the E-channel controller attempts to write to an address whose tag does
not match one of the E-cache tags, the L64853A automatically queues both
cache lines for draining in order to make room for new data.

Note that if the E-channel controller makes more than one write to the
same address without deasserting E_HOLD, the L64853A overwrites the
data previously stored at that address in the E cache with the new data.

5.3
Memory Errors

54

As mentioned in Section 5.1, a data transfer consists of two separate occur-
rences: a transfer between the E channel and the L64853A followed by a
transfer between the L64853A and memory. A memory error only occurs
in a transfer between the L64853A and memory. Note that the L64853A
reports memory errors on transfers to and from the E channel by forcing
the E-channel controller to time-out. The L64853 A forces the E channel to
time-out by not asserting the E_RDY signal after the L64853A has
asserted E_DAS. When it times out, the E channel should generate an
interrupt to the CPU.

To restart the E-channel DMA activity after an error, the device driver
must write to the E channel’s internal registers. This slave write to the E
channel clears the LANCE_ERR bit in the CSR and resets the E cache,
which marks all bytes as invalid.

E-Channel Operation
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Read Operations

Parity, memory time-out, or protection errors can occur on transfers from
memory to the E channel. Because of read-ahead operations, the L64853A
often reads data that the E channel has not requested. If the L64853A
detects an error on the data it did not request, it does not assert E_RDY the
next time the E-channe! controller requests data, thus forcing the
E-channel controller to time-out.

If an error occurs on a memory read that the E channel did request, the
L64853A does not transfer the data to the E-channel controller, thus forc-
ing the E-channel controller to time-out.

Write Operations

Memory time-out or protection errors can occur on transfers from the
L64853A to memory. Each transfer from the E channel to the L64853A is
completed before the data from that transfer are sent to memory. If an error
occurs during the transfer to memory, the L64853A cannot force the
E-channel controller to time-out until the E-channel controller tries to
transfer more data. In the case of the LANCE Ethernet controller, the
LANCE is guaranteed to request another transfer within 1.6 milliseconds
of its last transfer as long as it is enabled; therefore 1.6 milliseconds is the
maximum possible latency from the time the error occurs until the LANCE
is forced to time-out. After the transfer that caused the error, no further
transfers take place from the L64853A to memory; however, up to seven
additional words can be transferred from the E channel to the L64853A
before the E-channel controller is forced to time-out.

5.4
Read/Write
Transactions

The L64853A E-channel interface supports DMA read/write and slave
register read/write operations. This section describes the signal sequences
for each type of operation and provides functional timing diagrams of the
various operations. This section is intended for hardware designers.

DMA Reads and
Writes (Master
Mode)

This subsection discusses DMA read and write operations for the E chan-
nel. Read operations are discussed first, followed by a description of write
operations.
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E-Channel Read Operations

A DMA read indicates a transfer from memory to the E-channel device.
The signal sequence for an E-channel read operation is as follows:

1. The E-channel controller asserts the Hold signal (E_HOLD) in order
to request a DMA transfer.

2. The L64853A asserts the Hold Acknowledge signal (E_HLDA) in
response to the E channel’s request, then waits for the E channel to
drive the lower 16 address bits onto E_AD[15:0], to drive the upper
eight address bits onto E_A[23:16], and to strobe E_AS to indicate
when the address can be latched. E_READ is held HIGH to indicate a
read operation.

3. The E channel then asserts E_DAS, and waits for the L64853A to
assert E_RDY indicating valid data on E_AD[15:0]. If the requested
data are in the cache, proceed to Step 8.

4. If, however, the requested data are not in the cache, an SBus read is
required. The L64853A requests the SBus by asserting BR.

5. The SBus controller asserts BG to give control of the SBus to the
L64853A. At this time, the L64853A outputs the address of the data
requested onto the SBus data lines.

6. The SBus controller’s MMU translates this virtual address into a
28-bit physical address on the SBus physical address lines PA[27:0].

7. The L64853A reads the SBus data lines D[31:0] when the data from
the four-word burst comes back from memory and fills the E cache.

8. The L64853A asserts E_RDY when valid data are on E_AD[15:0].

Figure 5.1 illustrates an E-channel DMA read operation with a cache hit.
In Figure 5.1, E_HLDA is asserted only when the interface is not busy.
E_HOLD remains asserted for burst mode accesses.

Steps 4 through 7 are not shown in Figure 5.1. These steps occur between
the assertion of E_DAS and the assertion of E_RDY. If a cache miss
occurs, the L64853A asserts E_RDY later than shown in Figure 5.1
because of the memory read that must occur to fill the cache.
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Figure 5.1
E-Channel DMA Read
with Cache Hit

E_READ

E_AD[15:0] %

address data address

E-Channel Write Operations

The basic steps for an E-channel write operation are listed below.

L.

The E-channel controller asserts the Hold signal (E_HOLD) in order
to request a DMA transfer.

The L64853A asserts the Hold Acknowledge signal (E_HLDA) in
response to the E channel’s request, thus prompting the E-channel con-
troller to begin the data write operation.

E_READ goes LOW to indicate a write operation. The L64853A
receives a 24-bit address from the E-channel controller on the
E_AD([15:0] and E_A[23:16] lines. The address on E_AD[15:0] and
E_A[23:16] is latched into the L64853A when E_AS is strobed. This
address serves as the lowest 24 bits of the memory address for the
write.

The E-channel controller drives data on E_AD[15:0], and drives
E_DAS LOW until the L64853A asserts E_RDY to indicate that the
L64853A has loaded the data into the E cache. The E-channel control-
ler then deasserts E_DAS. The L64853A responds by deasserting
E_RDY.
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5. Steps 3 and 4 are repeated until the L64853A writes to byte 15 in the
cache line or the L64853A completes the transfer from the E channel
(E_HOLD is deasserted).

6. The L64853A asserts the Bus Request signal (BR) in order to request
control of the SBus. The SBus Controller asserts the Bus Grant signal
(BG) to grant control to the L64853A.

7. The L64853A outputs the 32-bit virtual address onto the SBus data
lines D[31:0]. The 32-bit address is formed by appending OxFF as the
high-order byte to the 24-bit address.

8. The SBus Controller’s MMU translates this virtual address into a
28-bit physical address on the SBus physical address lines PA[27:0].

9. The L64853A outputs the contents of the E cache onto the SBus data
lines D[31:0]. The SBus controller transfers the data to the memory
array.

Figure 5.2 illustrates an E-channel DMA burst-write operation. This figure
assumes that a cache line is available for the write operation.

Figure 5.2
E-Channel DMA Write

TS5 1 T e 1 1 I O
m T\

E_READ

E_AD{15:0] 7/ address data address
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Register Reads Register reads and writes allow the CPU to read status conditions and to
and Writes(Slave  set up data transfer parameters. The CPU is the Bus Master throughout
Mode) these operations, and the L64853A is a Slave.

The following steps summarize an E-channel register read or write
operation:

1. The CPU executes a LOAD or STORE instruction using the system-
dependent address that asserts the L64853A’s Slave Select signal
(SEL).

2. Asaresult of the CPU’s LOAD or STORE instruction, the SBus con-
troller asserts the SEL signal into the L64853A, places a value on the
physical address lines PA[27:0] and asserts various strobes that specify
a halfword transfer and a read or write.

3. The L64853A recognizes the read or write access (SEL is asserted) and
interprets the value (11,) on the physical address lines PA[X:Y]. This
value indicates an external E-channel controller register is the target of
the read or write. Note that Chapter 8, “Applications,” describes the
register addresses for the external registers on the SPARCstation 1.

4. The E-channel data transfer size over the SBus is the halfword. The
L64853A transfers the data over the E_AD[15:0} lines to or from a
16-bit register in the E-channel controller. To accomplish this transfer,
the L64853A also asserts various strobes (E_CS, E_DAS, E_READ).

5. The 16-bit E-channel controller responds to a read cycle by driving the
appropriate data onto E_AD[15:0] and asserting E_RDY to indicate
valid data. The controller responds to a write cycle by asserting
E_RDY when it is ready to store the data from E_AD[15:0].

6. Finally, the L64853A responds with a halfword acknowledgment on
the ACK[2:0] pins, thus informing the SBus controller that the Slave-
mode operation is complete.

7. If the E channel is busy transferring data to or from the E cache when
the CPU selects that channel, the DMA chip asserts Rerun Acknowl-
edgment through the ACK[2:0] outputs to inform the CPU to rerun its
operation.

Figure 5.3 illustrates a register read operation for the E channel. Figure 5.4
illustrates a register write operation.
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Figure 5.3
E-Channel Register Read
Cycle
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Figure 5.4
E-Channel Register Write
Cycle
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Chapter 6
Interface Description

This chapter describes the signals used by the L64853A.. This information
is useful primarily for hardware designers.

Figure 6.1 shows the logic diagram for the L64853A. For ease of refer-
ence, the signal descriptions are divided into four functional groups:
D-channel, E-channel, SBus interface, and miscellaneous. Within each
group, the signals are listed alphabetically by abbreviation. The SBus
interface signal descriptions are minimal; refer to The SBus Specification
from Sun Microsystems for additional information.

Figure 6.1 —

i — ] EALEEAS
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—> r RD | ignals
- D_REQ SEL |t————
D_ACK $12(2:0] |t—»=
D-Channel D_R INTREE ———
Signals “+—1 D_WR 25 f——o
“—— b.CS PAIX.Y] [————
-————1 D_RQ PA[3:2) | g
~¢—— D_RESET
BLCK ——
<:> D_bI70]
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6.1 The following D-channel signals define the interface to an external eight-
D-Channel bit controller chip.
Signals _

D_ACK DMA Acknowledge Output

DMA Acknowledge notifies the eight-bit controller that it is
granted a DMA read or write cycle; that is, when the eight-bit
controller can transfer data through the L64853A to or from the
SBus. D_ACK and D_CS are never active at the same time.

D_CS DMA Chip Select Output
DMA Chip Select selects the eight-bit controller as an I/O
device; that is, the controller can read or write the eight-bit con-
troller’s internal registers. D_CS and D_ACK are never active at
the same time.

D_DJ[7:0] DMA Data Bus Bidirectional
Data lines D_D[7:0] connect the eight-bit controller and the
L64853A. During DMA transfers, D_D[7:0] send data to and
from the D cache in the L64853A. During slave transfers,
D_D[7:0] send data through internal L64853A logic from which
it emerges as D[31:24] of the 32-bit L64853A data bus. These
signals also serve as the input for external ID data when ID_CS
is asserted (D_RD must also be asserted).

D_IRQ DMA Interrupt Request Input
The eight-bit controller pulls DMA Interrupt Request LOW to
signal an interrupt; for instance, when a data transfer completes,
the eight-bit controller signals the completion to the L64853A.

D_RD DMA Read Strobe Output
The L64853A asserts DMA Read Strobe to signal a read access
to the eight-bit controller. The L64853A uses this signal both for
reading eight-bit controller internal registers and for writing
from the D-channel controller through the L64853A to the SBus
(that is, during a DMA write). D_CS or D_ACK must also be
active for the read to occur.

D_REQ DMA Request Input
The D-channel controller uses DMA Request to request permis-
ston to perform a DMA operation.

D_RESET D-Channel Reset Output
D_RESET resets the eight-bit controller.

6-2 Interface Description
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D_WR

SLOW

DMA Write Strobe Output
The L64853A uses DMA Write Strobe to signal a write access
to the eight-bit controller. The L64853A uses this signal both for
writing eight-bit controller internal registers and for reading
from the SBus through the L64853A to the D-channel controller
(that is, during 2 DMA read). D_CS or D_ACK must also be
active for the write to occur.

Secondary Device Select Bidirectional
The ID_CS line is pulled HIGH to specify the existence of an
external PROM. The D_D[7:0] lines are the inputs for external
ID data when ID_CS is asserted (D_RD must also be asserted).
When ID_CS is tied LOW, the L64853A ID is returned. For
more details about such a PROM, see The SBus Specification.

Fast/Slow DMA Acknowledge Cycles Input
The SLOW signal specifies either fast or slow mode, to control
the transfer speed on the D channel. Use the Fast mode with the
ESP SCSI controller. Because of an internal pull-up resistor, this
signal requires no external connection for Fast mode.

6.2
E-Channel
Signals

The following E-channel signals define an interface to an external 16-bit
E-channel controller chip:

E_A[23:16]

E_AD[15:0]

E_ALE/E_AS

E-Channel Signals

E-Channel Address Input
E_A[23:16] contain the upper eight bits of a virtual address.
These bits are combined with the E_AD[15:0] lines to form the
24 bits of a virtual address.

E-Channel Address/Data Bus Bidirectional
E_AD[15:0] are multiplexed address/data bus lines connecting
the E-channel controller and the L64853A. These lines send data
to and receive data from the E cache or send data through inter-
nal L64853A logic, from which the data emerge as D[31:16] of
the 32-bit L64853A data bus. These lines also send the lower 16
bits of virtual addresses to the address latch in the L64853A.

E-Channel Address Latch Enable/Address Strobe Input
The setting of the ALE/AS bit in the Control/Status Register
determines the polarity of the E_ALE/E_AS pin. If the ALE/AS
bit is HIGH, this signal is E_ALE (active HIGH). If the ALE/AS
bit is LOW, this signal is E_AS (active LOW). The E-channel
controller drives E_AS LOW to signal an address transfer. The
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E _BYTE

E_CS

E_DAS

E_HLDA

E_HOLD

address on E_AD[15:0] is latched into the L64853A when E_AS
makes a LOW-to-HIGH transition.

E-Channel Byte Marker Input
When HIGH, E_BYTE indicates that a byte transfer is in prog-

ress on the data lines (E_AD[15:0]). When LOW, E_BYTE indi-
cates that a halfword transfer is occurring. The lowest bit of the

address determines the byte being transferred, if E_BYTE is set.

The following table shows which byte is transferred.

Transferred
E BYTE E_AD0O Byte
1 0 E[15:8]
1 1 E[7:0]
E-Channel Chip Select Output

E_CS selects the E-channel controller as an I/O device so that
the E-channel controller can read or write its own internal
registers.

E-Channel Data Strobe Bidirectional
When the E channel is Master, E_DAS is an input driven by the
E channel. E_DAS is driven HIGH during the address portion of
amemory access and driven LOW during the data portion. Data
on E_AD[15:0] are latched into the L64853A while E_DAS and
E_RDY are LOW. For slave accesses, E_DAS is an output
driven by the L64853A.

E-Channel Hold Acknowledge Output
The L64853A uses E_HLDA to acknowledge a prior E_HOLD
from the E-channel controller, and thus to signal the controller to
proceed with a DMA transfer. While E_HLDA is asserted, the
L64853A does not allow slave transfers to the E channel and
forces the Master to rerun the slave transfer. Once E_HOLD
goes inactive (HIGH), so does E_HLDA.

E-Channel Hold Input
The E-channel controller asserts E_HOLD when the controller

requires access to memory. E_HOLD is held LOW for the entire
ensuing bus transaction. Once E_HOLD goes inactive (HIGH),
so does E_HLDA.

E-Channel Ready Bidirectional
When the E channel is a Bus Master, E_RDY is an output. The
L64853A asserts E_RDY to indicate that either the L64853A is

Interface Description
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ready to accept data for a memory write or that the L64853A has
data available for a memory read.

When the E channel is a Bus Slave, E_RDY is an input. The
E-channel controller asserts E_RDY to indicate that either the
E channel has data ready for a read operation or the E channel is
ready to read data for a write operation. E_RDY in this case is
asserted in response to the assertion of E_DAS. E_RDY goes
HIGH after E_DAS is driven HIGH.

E_READ E-Channel Read Bidirectional
E_READ indicates the type of operation to be performed in the
current bus cycle. The L64853A drives E_READ in Slave mode.
When HIGH, E_READ indicates a read from the E channel to
the L64853A. When LOW, E_READ indicates a write from the
L64853A to the E channel.

The E channel drives E_READ in Master mode. A HIGH indi-
cates a read from the L64853A. A LOW indicates a write to the

164853A.
6.3 These SBus signals provide the interface between the L64853A and other
SBus Interface system components:
Signals —
ACKJ2:0] SBus Acknowledge Bidirectional

During slave cycles, the SBus Acknowledge signals provide
information on the current slave cycle as indicated in the follow-
ing table.

ACK2 ACKI ACKO Function
0 0 0 Reserved

0 0 1 16-bit Slave cycle acknowledgment
0 1 0 Reserved
0 1 1  32-bit Slave cycle acknowledgment
1 0 0  Rerun acknowledgment
1 0 1 Eight-bit Slave cycle acknowledgment
1 1 0  Error
1 1 1  Insert wait states
AS SBus Address Strobe Input

A LOW on AS indicates the address on the physical address
lines is valid and marks the beginning of an SBus Slave cycle.

SBus Interface Signals 6-5
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6-6

CLK

D[31:0]

INTREQ

LERR

PA[X:Y]
PA[3:2]

RD

RESET

SEL

Interface Description

SBus Bus Grant Input
A LOW on the SBus Bus Grant signal indicates that the SBus
controller has granted control of the SBus to the L64853A.

SBus Bus Request Output
To perform a Master cycle, the L64853A first drives BRLOW

to request control of the SBus.

SBus Clock Input
The SBus Clock signal controls internal operations and rates of
data transfer. CLK is usually derived from the Master system
clock or an associated CPU clock.

SBus Data Bus Bidirectional
D[31:0] contain the 32-bit SBus data.

SBus Interrupt Request Output
SBus Interrupt Request is the SBus interrupt line. INTREQ is
activated when INT_EN is set and an external interrupt or any of
various L64853A error conditions occurs.

SBus Late Error Input
The assertion of LERR indicates that an error occurred during a
preceding data transfer, even though the Slave issued a byte,
halfword, or word acknowledgment.

SBus Physical Address Input
These two physical address lines decode Slave cycle addresses.

SBus Physical Address Input
The PA[3:2] lines contain two SBus physical address bits.

SBus Read/Write Bidirectional
RD indicates the direction of data transfers on the SBus from the
perspective of the SBus Master (read = HIGH, write = LOW),

SBus Reset Input
SBus Reset is the SBus reset line,

SBus Select Input
SBus Select is the slave select line for the L64853A.
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SI1Z[2:0] SBus Transfer Size Bidirectional
The SIZ[2:0] lines specify the size of the data transfer on the
SBus as shown in the following table.
SIZ2  SIZ1I  SIZ0 Transfer Size
0 0 0 Word
0 0 1 Byte
0 1 0 Halfword
0 1 1 Reserved
1 0 0 Four-word burst (16 bytes)
1 0 1 Eight-word burst (32 bytes)
1 1 0 16-word burst (64 bytes)
1 1 1 Two-word burst (8 bytes)
6.4 BCLK Buffered SBus Clock Output
Miscellaneous BCLK is a buffered version of the SBus Clock signal, CLK. Use
Signals it to prevent excessive loading of CLK. Note that BCLK is
skewed from CLK (10.6 ns maximum).
Vobp Power Input
There are seven +5 volt power lines.
Vss Ground Input

There are nine ground pins.

Miscellaneous Signals 6-7
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Chapter 7
Specifications
This chapter provides AC, DC, environmental, and mechanical specifica-
tions for the L64853A. Hardware designers will find the information in this
chapter useful.

71 During AC testing, HIGH inputs are driven at 3.0 V, and LOW inputs are

AC driven at O V. For transitions between HIGH, LOW, and invalid states, tim-

Characteristics ing measurements are made at 1.5 V, as shown in Figure 7.1. The test load,
C., for each output signal is given in Table 7.1.
For 3-state outputs, timing measurements are made from the point at which
the output turns ON or OFF. An output is ON when its voltage is greater
than 3.5 V or less than 1.5 V. An output is OFF when its voltage is less than
Vpp — 1.5 V or greater than 1.5 V, as shown in Figure 7.2.

Figure 7.1 Tast

AC Test Load and Paint

Waveform for

Standard Outputs Output 5Y

-

figure 7.2

AC Test Load and

Waveform for

3-State Outputs
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Table 7.1 contains the AC characteristics for the L64853A. The test condi-
tions for the AC timing values are Vpp =5V £ 5% and T =0°Cto 70 °C.

Figure 7.3 through Figure 7.12 illustrate the AC timing waveforms. Note

that in Table 7.1, CLK is the SBus clock.

Table 7.1
AC Characteristics
25 MHz CL (pF)
Parameter Description Min Max Units Max
I toy SBus Clock Period 40 60 ns -
2. tgasis  AS, SEL Setup to CLK 15 - ns -
3.tgasm AS, SEL Hold from CLK 0 - ns -
4. tgpars  PALX:Y], PA[3:2], SIZ[2:0] Setup to CLK 15 - ns -
5.tgpay PALX:Y], PA[3:2], SIZ[2:0] Hold from CLK 0 - ns -
6. tgak;s  ACK[2:0] Setup to CLK 15 - ns -
7. tgakig  ACK[2:0] Hold from CLK 0 - ns -
8 tgms LERR Setup to CLK 15 -  ns -
9. tsi g LERR Hold from CLK 0 -~ ns -
10. tggprs ~ D[31:0] Setup to CLK 15 - ns -
11. tggomy  D[31:0] Hold from CLK 0 - nms -
12. tsgpis RD Setup to CLK 15 - ns -
13. tsgplr RD Hold from CLK 0 - ns -
14. tspgis  BG Setup to CLK 15 - ns -
15. tsgopy ~ BO Hold from CLK 0 - ns -
16. tsgrop  CLK to BR Active 25 225 ns 20
17. tsgrog  CLK to BR Inactive 25 225 ns 20
18. tsgpop  CLK to RD, SIZ[2:0] Valid 25 225 ns 100
19. teepoaz CLK to RD, SIZ[2:0] 3-State 0 251 ns 100
20. tgakop  CLK to ACK[2:0] Valid 25 225 ns 100
21. tsaxoaz CLK to ACK[2:0] 3-State 0 25 ns 100
22. tsgpop CLK to D[31:0] Valid 25 225 nps 100
23. typpoaz CLK to D[31:0] 3-State 0 274 ns 100
24. tpesop  CLK to D_CS, ID_CS Active (Register Access) 0 15 ns 15
25.tpesog CLK to D_CS, ID_CS Inactive (Register Access) 0 15 ns 15
26. tprpop  CLK to D_RD Active (Register Read) 0 20 =ns 15

(Sheet 1 of 3)
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Table 7.1 {Cont.}
AC Characteristics
25 MHz CL (pF)
Parameter Description Min Max Units Max
27. tprpog  CLK to D_RD Inactive (Register Read) 0 20 ns 15
28. tppis D_D[7:0] Valid Setup to CLK (Register Read) 15 - ns -

29. tppppp  D_RD Inactive to D_D[7:0] Invalid (Register Read) 0 - ns -

30. tpwrop CLK to D_WR Active (Register Write) 0 20 ns 15

31. tpwron CLK to D_WR Inactive (Register Write) 0 20 ns 15

32. tpprop  CLK to D_D[7:0] Valid (Register Write) 0 20 ns 15

33. tpproaz CLK to D_D[7:0] 3-State (Register Write) 0 20 ns 15

34. tprpop  CLK to D_RESET Active 0 20 ns 75
0

35. tpreon  CLK to D_RESET Inactive 20 ns 75

36.thgrs  D_REQ Setup to CLK! 15 - ns -
37. tpakpg D_ACK Active to D_REQ Inactive 0 - ns -
38.tpons ~ D_REQ Inactive Setup to CLK 20 - ns -
39. tpakop CLK to D_ACK Active 0 20 s 15
40. tpagou CLK to D_ACK Inactive 0 20 s 15
41. tpppopp CLK to D_RD Active (DMA Cycle) 0 20 ns 15
42. tpppogp CLK to D_RD Inactive (DMA Cycle) 0 20 ms 15
43. tppyis  D_D[7:0] Valid Setup to CLK (DMA Write) 15 - ns -
44. tprppp7 D_RD Inactive to D_D{[7:0] Invalid (DMA Cycle) 0 - ns -
45. tpwropp CLK to D_WR Active (DMA Cycle) 0 20 s 15
46. tywronp CLK to D_WR Inactive (DMA Cycle) 0 20 ns 15
47. tpp7is  CLK to D_D[7:0] Valid (DMA Cycle) 0 40 ns 15
48. tpwrpp7 D_WR Inactive to D_D[7:0] Invalid
(DMA, SLOW =35 V, FASTER = 1) 4 - ns 15
(DMA, SLOW =5V, FASTER = 0) 1 - CLK 15
(DMA, SLOW =0 V) 1 - CLK 15
D_WR Inactive to D_D[7:0] 3-State - 2 CLK 15
49. tgesop  CLK to E_CS Active (Register Access) 0 20 ns 15
50. tgegoy CLK to E_CS Inactive (Register Access) 0 20 ns 15
51. tgrpop CLK to E_READ, E_DAS Valid 0 20 ns 15
52. terpoaz CLK to E_READ, E_DAS 3-State 0 20 ns 15
53.tgpis  CLK to E_DAS Active 0 20 ns 15

(Sheet 2 of 3)
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Table 7.1 (Cont.)
AC Characteristics
25 MH; CL (PF)

Parameter  Description Min Max Units Max
54. tgpy  CLK to E_DAS Inactive 0 20 ns 15
55. tggprs  E_RDY Setup to CLK! 15 - ns -
56. tgppry ~ E_RDY Hold from CLK' 25 - ns -
57. tgarp  E_AD[15:0] Setup to E_RDY Active (Read) 0 - ns -
58.tgpga  E_DAS Inactive to E_AD[15:0] Invalid (Read) 0 - ns -
59. tgaop  CLK to E_AD[15:0] Valid (Write) 0 25 ns 15
60. tgaoaz CLK to E_AD[15:0] 3-State (Write) 0 25 ns 15
61.tgys ~ E_HOLD Setup to CLK! 15 - ns -
62.tgyy ~ E_HOLD Hold from CLK! 25 -  ns -
63. tggaop CLK to E_HLDA Active 0 20 ns 15
64. tggaon CLK to E_HLDA Inactive 0 20 ns 15
65. tgas E_ALE/E_AS Pulse Width 1 - CIK -
66. tgaqrs  E_ALE/E_AS Setup to CLK' 15 - ms -
67. tgasy  E_ALE/E_AS Hold from CLK' 25 - ns -
68. tgapas E_READ, E_BYTE, E_A[23:16] Setup to E_ALE/E_AS Active 0 - ns -
69. tgpys ~ E_DAS Setup to CLK! 15 -  ms -
70. tgpry ~ E_DAS Hold from CLK! 25 - ns -
71. tgpga  E_DAS Active to E_AD[15:0] Valid (DMA Write) - 1 CKx -
72. tgppaz  E_DAS Inactive to E_READ, E_BYTE, E_A[23:16] Invalid 0 - ns -
73. tgrop  CLK to E_RDY Active 0 20 s 15
74. tggog ~ CLK to E_RDY Inactive 0 20 ns 15
75. tgars E_AD[15:0] Setup to E_ALE/E_AS Inactive (DMA Read) 15 - ns -
76. tgaqy ~ E_AD[15:0] Hold from E_ALE/E_AS Inactive 10 - ns -
77. tgaop  CLK to E_AD[15:0] Valid - 25 ns 15
78. tgppar  E_DAS Inactive to E_AD[15:0] Invalid (DMA Read) 0 - ns -
79. tgpgaws E_DAS Inactive to E_AD[15:0] Invalid (DMA Write) 1 - CLK -
80. tgox ~ CLK Rising Edge to BCLK Rising Edge 106 ns -

(Sheet 3 of 3)

1. If this timing parameter is not met, the L64853A may sample an incorrect value on the rising edge of CLK. The
L64853A samples the correct value either on this clock edge or the next one.
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Figure 7.3
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Figure 7.5

D-Channel Register CLK | | I | I I l |*| I | | | | I I | |
Read Timing 5
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(Read)

These interruptions in the SBus CLK signal are inserted so that this figure applies to both fast and
slow cycles. See Section 4.5, “Read/Write Transactions,” for the actual number of clock cycles
that D_RD and D_CS are asserted.

Figure 7.6
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* These interruptions in the SBus CLK signal are inserted sa that this figure applies to both fast and
slow cycles. See Section 4.5, “Read/Write Transactions,” for the actual number of clock cycles
that D_WR and D_CS are asserted.

Figure 7.7
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In Figure 7.8, a D-Channel DMA write indicates a data transfer from the
D channel to memory.

Figure 7.8
D-Channel DMA CLK | | I | l [ ] | I*I I | I | I I I I
Write Timing { 37  |a—
.—36 «———> 38
\
D_REQ W\

I

39—~ —» 40
D_ACK \ "

43 [—>- | 44

-

f

g
| 3

(DM,[t)\_V[\Jlgtzg)L 44— Data from D Channel

MD#1.24

* These interruptions in the SBus CLK signal are inserted so that this figure applies to both fast and

slow cycles. Se¢ Section 4.5, “Read/Write Transactions,” for the actual number of clock cycles
that D_RD and D_ACK are asserted.

In Figure 7.9, a D-Channel DMA read indicates a data transfer from mem-
ory to the D channel.

Figure 7.9

D-Channel DMA CLK I I | | | *l I I | I | | | |
Read Timing

45 45—
_W

D_WR
-4 1 48
D_D{7:0} Data to D Channel 3*—
(DMA Read) MDILIT

* These interruptions in the SBus CLK signal are inserted so that this figure applies to bath fast and
slow cycles. See Section 4.5, “Read/Write Transactions,” for the actual number of clock cycles
that D_WR and D_ACK are assarted.
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Figure 7.10
E-Channel Register
Access Timing

CLK

(a3}
(]
(7]

E_READ

E_AD[15:0)
(Read)

E_AD[15:0)
(Write)
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Figure 7.11
E-Channel DMA Cycle
Timing
MMAMJUUL LI
bt— 51 — 6
E_HOLD '
83 _" 64 —»
E_HLDA
lt— 65
-1 66
l— 67
E_AS* ,_//
68 —»
———— 69 [ —» |«—70
E_DAS \ ¥
. - 72 >
E_READ,
E_BYTE,
E_A[23:16]
E_RDY 0 y 3 — — 74
15— |-— M /
— w77 78
76 19 re— - >
E_ADI[15:0] )
{DMA read) Addr Data to E Channel —
71— <2
E‘ADM:O] { Addr Data from E Channel )
(DMA write} N\ —

* This example uses E_AS as the output for the E_ALE/E_AS pin. Bit 20 of the Control/Status Register detarmines the
polarity of the E_ALE/E_AS pin.

Figure 7.12
CLK to BCLK Skew CLK ULWM

80—> e—
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12 This section specifies the electrical requirements for the L64853A DMA
Electrical Controller. Five tables list electrical data in the following categories:
Specifications

B Absolute Maximum Ratings (Table 7.2)
m Recommended Operating Conditions (Table 7.3)
m Capacitance (Table 7.4)
m DC Characteristics (Table 7.5)
m Alphabetical Pin Description Summary (Table 7.6)
Table 7.2 Symbol  Parameter Limits’ Unit
Absolute Maximum
Ratings DD DC Supply 0.3 to +7 v
VIN Input Voltage -03toVpp+03 V
I DC Input Current +10 mA
Tstg Storage Temperature Range -40 to +125 °C
1. Referenced to Vg
Table 7.3 Symbol Parameter Limits Unit
Recommended
Operating Vi DC Supply +47510+525  V
Conditions Ty Ambient Temperature 0 to +70 °C
Table 7.4 Symbol Parameter’ Min Typ Max Units
jtance
Capacitanc Cn Input Capacitance - 15 - pF
Cour Output Capacitance - 8 - pF
Cyo I/O Bus Capacitance - 8 - pF

1. Measurement conditions are Vi = 5.0V, Ty = 25 °C, and clock
Jfrequency = 1 MHz.

7-10 Specifications




B 53048Q0y 0012348 293 BELIC

Table 7.5

DC Characteristics

Symbol  Parameter Condition! Min Typ Max Units

Vi Voltage Input Low - - 08 V

Vi Voltage Input High 2.0 - - v

Von Voltage Output High Iog = -4.0 mA 24 45 - v

VoL Voltage Output Low IoL =4.0 mA - 02 04 V

I, Current Input Leakage Vpp =Max, V= Vpp or Vgg -100 #1 10 pA

Ioz Current 3-State Output Leakage Vop =Max, Voyr=Vggor Vpp  -10 1 10 pA

Ipy Current Input w/Pullup? V= Vggor3.5V .15 45 2130 pA

Ipp Current Input w/Pulldown? Vin=Vppor08V 10 35 110 pA

Ioz Current 3-State Output Vou = Vgs or Vpp -10 10 pA

Tospa Current P-Channel Output Short Vpp = Max, Yoyt = Vsg 35 700 90 mA
Circuit (4 mA Output Buffers)®

Iosna Current N-Channel Output Short Vpp = Max, Vgyur = Vpp 35 62 8 mA
Circuit (4 mA Output Buffers)?

Ipp Quiescent Supply Current Vm = Vpp or Vgg - - 2 mA

Iec Dynamic Supply Current Vpp = Max, f=25MHz - - 95 mA

1. Specified at Vpp equals 5 V + 5% at ambient temperature over the specified range.

2. To identify L648353A signals that have internal pullup or pulldown resistors, see the column “Type” in Table 7.6.
3. Not more than one output may be shorted at a time for a maximum duration of one second. See the column “Drive”

in Table 7.6 to identify the drive levels of L64853A output or bidirectional signals.

Electrical Specifications
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Table 7.6 Drive
Alphabetical Pin Mnemonic Description Typel (mA) Active
gj;%’gff" ACK[20]  SBus Acknowledge 3-State Bidirectional, PU 4  Low
AS SBus Address Strobe TTL Input, PU - Low
BCLK Buffered SBus Clock 3-State Output 4 -
BG SBus Bus Grant TTL Input, PU —  Low
BR SBus Bus Request 3-State Output 4  Low
CLK SBus Clock Direct Input Clock Driver - -
D[31:0] SBus Data Bus 3-State Bidirectional 4 -
D_ACK DMA Acknowledge 3-State Output 4 Low
D_CS DMA Chip Select 3-State Output 4 Low
D_D[7:0] DMA Data Bus 3-State Bidirectional, PD 4 -
D_IRQ DMA Interrupt Request TTL Input, PU - Low
D_RD DMA Read Strobe 3-State Output 4 Low
D_REQ DMA Request TTL Input, PD -  High
D_RESET D-Channel Reset 3-State Output 4  High
D_WR DMA Write Strobe 3-State Output 4  Low
E_A[23:16] E-Channel Address TTL Input, PD - -
E_AD[15:0] E-Channel Address/Data Bus 3-State Bidirectional, PU 4 -
E_ALE/E_AS E-Channel Address Latch  TTL Input, PU - -
Enable/Address Strobe
E_BYTE E-Channel Byte Marker TTL Input, PU - High
E_CS E-Channel Chip Select 3-State Output 4  Low
E_DAS E-Channel Data Strobe 3-State Bidirectional, PU 4  Low
E_ALDA E-Channel Hold 3-State Qutput 4 Low
Acknowledge
E_HOLD E-Channel Hold TTL Input, PU -  Low
E_RDY E-Channel Ready 3-State Bidirectional, PU 4  Low
E_READ E-Channel Read 3-State Bidirectional, PU 4 High
ID_CS Secondary Device Select 3-State Bidirectional, PU 4 Low
INTREQ SBus Interrupt Request 3-State Bidirectional, 4  Low
Open Drain
LERR SBus Late Error TTL Input, PU 4  Low
PA[3:2] SBus Physical Address [3:2] TTL Input, PU - -
PA[X:Y] SBus Physical Address [X:Y] TTL Input, PU - -
RD SBus Read/Write 3-State Bidirectional, PU 4 High
RESET SBus Reset TTL Input, PU -  Low
SEL SBus Select TTL Input, PU -  Low
S1Z[2:0] SBus Transfer Size 3-State Bidirectional, PU 4 -
SLOW Fast/Slow DMA TTL Input, PU - Low
Acknowledge Cycles
Vb Power - - -
Vsg Ground - - -

1. PU = internal pullup, PD = internal pulldown.
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13
Mechanical
Specifications

Table 7.7
L64853A Ordering
Information

The L64853A is available in a 120-pin Plastic Quad Flat Pack (PQFP)
package. Table 7.7 provides ordering information.

Clock Operating
Order Number  Frequency (MHz)  Package Type Range
L64853AQC-25 25 120-Pin PQFP Commercial

Table 7.8 provides an alphabetical pin list for the L64853A. Figure 7.13
and Figure 7.14 provide the pinout diagram and the mechanical drawing,
respectively.
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Table 7.8
Alphabetical Pin List
for the 120-Pin PQFP
Signal Pin Signal Pin Signal Pin Signal Pin
ACKO 14 D23 111 E_A23 76 NC 20
ACK1 77 D24 112
ACK2 15 D25 113 E_ADO 63 PA2 5
D26 115 E_AD1 62 PA3 4
AS 82 D27 116 E_AD2 60 PAX 9
D28 117 E_AD3 59 PAY 10
BCLK 103 D29 118 E_AD4 58
BG 12 D30 119 E_AD3 57 RD 79
BR 13 D31 120 E_AD6 56 RESET 78
E_AD7 55
CLK 44 D_ACK 48 E_ADS 54 SEL 81
D_CS 41 E_AD9 53 SI1Z0 18
DO 83 E_ADI10 51 SIZ1 17
D1 84 D_D0 38 E_ADI1 50 SIZ2 16
D2 85 D_D1 37 E_ADI12 49 SLOW 1
D3 86 D_D2 36 E_AD13 64
D4 87 D_D3 35 E_AD14 65 VDD 2
D5 88 D_D4 34 E_ADI1S5 66 VDD 7
D6 89 D_Ds5 33 VDD 19
D7 90 D_D6 32 E_ALE/E_AS27 VDD 43
D8 93 D_D7 31 E_BYTE 22 VDD 61
D9 94 E_CS 23 VDD 72
D10 95 D_IRQ 40 E_DAS 28 VDD 104
D11 96 D_RD 45 E_HLDA 25
D12 97 D_REQ 47 E_HOLD 26 VSS 8
D13 98 D_RESET 39 E_RDY 29 VSS 30
D14 99 D_WR 46 E_READ 24 VSS 42
D15 100 VSS 52
D16 101 E_Al6 67 ID_CS 21 VSS 71
D17 102 E_Al7 68 INTREQ 92 VSS 80
D18 106 E_Al8 69 VSS 91
D19 107 E_A19 70 LERR 11 VSS 105
D20 108 E_A20 73 VSS 114
D21 109 E_A21 74 NC 3
D22 110 E_A22 75 NC 6
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Figure 7.13
120-Pin PQFP
Pinout Diagram

SLOW 1

VDD 2

NC 3

PA3 4

PA2 5

NC B

VDD 7

VSS 8

PAX 9
PAY 10
LERR 1
BG 12
BR 13
ATKD 14
ACKZ 15
SIz2 16
s121 17
§120 18
VDD 19
NE 20
1D_CS 21
E_BYTE 22
ECS yx]
E_READ 24
E_HLDA 25
E_HOLD 26
E_ALE/E_AS 27
E_DAS 28
E_RDY 29
Vs$ 30

Note:

1. NC({not connected) pins must not be connected to anything.

114 ==/ VSS
113 == D25
N2 —==apau
M == 023
10 e==3 D22
107 == D19
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105 == Vss

106 =1 D18

Top View

43
44
45
a5
F

D_RD

103 === BCLK

97 == D12
9% =—3 011

104 ===3 vDD

L
49
50
51

52

60

D_REQ
D_ACK
E_AD12
E_ADT1
E_AD10
VSs
E_AD9
E_ADS8
E_AD?
E_AD6
E_AD5
E_AD4
E_AD3
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n
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n
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Figure 7.14
120-Pin PQFP
Mechanical Drawing
Top View Side View
- D »!
< D1 > Dimension | mm
120 o A | Max |4.01
o Al|Min |025
— st /" I'd =9 ~ -
' nﬂﬂ No. of Pins = 30 ﬂﬂﬂ / \ Min | 320
| Y L 90 N w | A2{Nom | 340
= O\ —2 \ 4 Max_| 360
| Index ' L. B Min | 030
: Mark | I Max | 045
| - 1 ¢ | Min_j013
, ! ! Max |0.23
wr | 1 | Min_ | 31.60
! . ! D | Nom |32.00
! I i Max | 32.40
! ; : py | Min_| 27.80
: | AHH- Max_ | 28.10
o] —n M T
] — / \ e BS.C 0.80
Y 30 o— —mn 61 L X Min | 31.60
1
E | Nom | 32.00
y i S A
31 60 . P Max | 32.40
E1 Min | 27.90
Detail W Detail X Max | 2810
y Al Min | 073
(l_. = _7\_“ A A %_ i L Nom 0.88
y H X Max_| 1.03
[ oH o SAY R T | Min_| 0°
N ((’I L_ ) (Note 3) Max | 7°
(Note 3} o % g —>
Note: —| e (Note 4)
1. Total number of pins is 120.
2. Drawing is not to scale.
3. Coplanarity of afl leads shall be within 0.10 mm {difference between the highest and lowest lead with
seating plane — C - as reference).
4, Datum plane — H—is located at mold parting line and is coincident with the bottom of the lead, where
the lead exits the plastic body. Lead pitch determined at—H -,
5. Dimensions D1and E1do notinclude mold protrusion. Allowabie protrusion is 0.26 mm per side. These
dimensions to be determined at-H —.
6. For board layout and manufacturing, you may obtain engineering drawings from your LS| Logic
Products marketing representative by requesting the outline drawing for package code PE. MD92PEC
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Chapter 8
Applications

This chapter provides information on using the L64853A DMA Controller
in two types of SPARC Workstation environments and also describes how
the controller can be configured with two peripheral chips: the AMD
Am7990 Local Area Network Controller for Ethernet (ILANCE) and the
Emulex SCSI Processor ESP-100 (ESP). The L64853A DMA Controller
interfaces directly with both peripheral chips without additional circuitry
to offer a low chip-count solution for networking and hard disk
requirements.

For more information on these peripheral chips, refer to the appropriate
documentation from Advanced Micro Devices, Inc. and Emulex
Corporation.

8.1

The SBus and the
SPARC
Workstation

LSI Logic developed the L64853A for use with its SPARC family of prod-
ucts. As such, it fits into one of two distinct kinds of SPARC workstation
environments: a host-based system and a symmetric system.

In a host-based system, the CPU has a private address translation facility;
in SBus terminology, this kind of system has a CPU Master. Host-based

architectures are applicable in very high-performance systems, such as the
Sun SPARCstation 1. Figure 8.1 shows a typical host-based configuration.
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Figure 8.1 [] Ethernet Coax ]
Host-Based SBus
System: <
SPARCstation 1 CPU Ethernet Transceiver
Cache SBus Subsystem Y
MMU  Control <:> Y
FPU <> LANCE [e—{ SIA |

<___:) L64853A
Other Scsl SCSI
<:> SBus Subsystem Device
Controllers
Other
Devices

In a symmetric system, the CPU uses the same MMU as all the other SBus
Masters; in SBus terminology, all SBus Masters in this kind of system are
Direct Virtual Memory Address (DVMA) Masters. This type of architecture
is useful in low-cost systems that do not need the extra circuitry that sup-
plies the CPU with special address translation facilities. Figure 8.2 shows
a symmetric system.

f
Y

Main Memory

1L 1

Frame Buffer

MDS91.135

Figure 8.2 SBus
Symmetric <
Configuration g:g Cache <:>
SBus
M
Control <_——_—>
(:::) L64853A
Main Memory <:>
Other
(:::) SBus
Frame Buffer <:> Controflers
‘v’ MD91.136
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8.2

Using the
EMULEX SCSI
Processor

This section illustrates how to interconnect the 1.64853A DMA Controller
with the Emulex ESP-100 SCSI Processor. This section also shows how to
access the ESP’s internal registers.

L64853A to
ESP-100
Interconnection

Figure 8.3
L64853A to ESP-100
Interface

The interface between the L64853A and the Emulex ESP-100 is straight-
forward and requires no additional logic. Figure 8.3 illustrates the
interface.

DREQ 1 D_REQ

DACK |« D_ACK

AD | _RD

WR D_WR

espaop T »| D_RQ
RESET [ D_RESET
DB7:0] ( Y D_D[7:0]

ClK fe¢—————— (LK

A[3:0] }t——o——o— PA[5:2]
MDo1.137

Figure 8.4 shows an ESP interface example using an external boot PROM.
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Figure 8.4
ESP Interface DREQ »1D_REQ
Example Using DACK | D ACK
External Boot PROM — _
RD | D_R
WR | D_WR
SCSI ESP [ D_CS L64853A
INT »1D_IRQ
RESET jwe D_RESET
DBI(7:0] (: Mb_p(7:0]
<«¢—PA[A:B]
ID )} PROM
_ 47k
OE N
| D_CS

D_RD

Accessing ESP Table 8.1 shows how the physical address lines of the SBus on the
Internal Registers SPARCstation 1 select the external registers of the ESP SCSI chip.

Table 8.1 PA[X:Y] =
Selecting External PA[23:22] PA[5:0] Register Name
gz‘;glstc%zan Esp 10 0x0 Transfer Count Low (Read/Write)
10 Ox4 Transfer Count High (Read/Write)
10 0x8 FIFO Data (Read/Write)
10 0xC Command (Read/Write)
10 0x10 Status (Read)/Bus ID (Write)
10 0x14 Interrupt Status (Read)/Time-out (Write)
10 0x18 Sequence Step (Read)/Sync Period (Write)
10 0x1C FIFO Flags (Read)/Sync Offset (Write)
10 0x20 Configuration (Read/Write)
10 0x24 Clock Conversion Factor (Write)
10 0x28 ESP Test (Write)
10 0x2C Configuration (Read/Write)

10 0x30 - 0x3C  Reserved
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Because the ESP SCSI Controller has its own Byte Counter register, do not
use the DMA Byte Counter Register (set the EN_CNT bit of the DMA
Control/Status Register to 0).

83 This section shows the interconnection between the L64853A DMA Con-
Using the AMD troller and the AMD Am7990 Local Area Network Controller for Ethernet
LANCE Ethernet  (LANCE). This section also indicates how to access the LANCE’s internal

Controller registers.
L64853A to The interface between the L64853A and the LANCE is straightforward
LANCE and requires no additional logic. Figure 8.5 illustrates the interface.

interconnection

Figure 8.5
L64853A to Am7990 é é é é o
LANCE Interface 47k

AS » E_AS
0LD/BUSRQ »1 E_HOLD
HLDA |« E_HLDA
READ |- »| E_READ
DAS |- »| E_DAS
READY |« »| ERDY LB4B53A
LANCE S = E CS
A
A{23:16) N E_A[23:16]
14
DAL{15:00} E_AD[15:0) INTREQ
INTR —— 5 INTREQGm
RESET }e—————— RESET
ADR }—————— PA1
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Accessing
LANCE Internal
Registers

Table 8.2
Addressing
Registers on LANCE

8-6

The LANCE contains four Control and Status Registers. Two bus addres-
sable ports, an address port (RAP) and a data port (RDP), provide access
to these registers. Table 8.2 shows how physical address lines of the SBus
on the SPARCstation 1 access the two address ports.

PA[X:Y] =
SEL AS  PA[23:22] PAIl Port Accessed
0 0 11 0 Register Data Port (RDP)
0 0 1 1 Register Address Port (RAP)

Applications
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Appendix A
L64853 and L64853A
Differences

The L64853A Enhanced SBus DMA Controller is both pin- and software-
compatible with the L64853 SBus DMA Controller. This appendix focuses
on the differences between the two devices.

A1
Line Buffers

Each peripheral channel of the 64853 has one four-byte line buffer, also
known as the Pack/Unpack Register. Each peripheral channe! of the
L64853A contains two 16-byte line buffers, also known as Cache. Each
line buffer in the L64853A allows for a 16-byte burst operation. Two line
buffers per channel allow for simultaneous transfers over the SBus and the
peripheral interface—one line drains while the other line fills.

The L64853 A can operate with existing 164853 software drivers. With the
existing drivers, the L64853 A performs burst operations, but does not per-
form data block chaining operations.

A2
Pin Changes

Table A.1
Pin Differences

Three pins are different on the L64853A. These differences are listed in
Table A.1.

Pin Number L64853 L64853A
6 PAl No Connection
27 E_AS E_ALE/E_AS

103 No Connection  Buffered SBus Clock (BCLK)

A3
Internal Register
Changes

The L64853A contains two new registers: the Next Address Register and
the Next Byte Counter Register. These registers are used for D-channel
data block chaining. In addition to the new registers, the L64853A also
includes several changes to the DMA Control/Status Register (CSR).
Table A.2 lists the CSR differences between the 1.64853 and the L64853A.
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Table A.2
CSR Differences

A2

CSR Bits L64853 L64853A
31:28 DEV_ID = 1000, DEV_ID = 1001,
27 Reserved NA_LOADED
26 Reserved A_LOADED
25 Reserved DMA_ON

24 Reserved EN_NEXT

23 Reserved TCI_DIS

22 Reserved FASTER

21 Reserved LANCE_ERR
20 Reserved ALE/AS

15 ILACC Reserved
12:10 REQ_PEND, BYTE_ADDR Unused

6 DRAIN SLAVE_ERR
3:2 PACK_CNT DRAINING

The 164853 and L64853A handle the end of a D-channel DMA write dif-
ferently. The PACK_CNT field in the L64853 contains the number of bytes
in the line buffer. For systems using the L64853, at the end of a block trans-
fer, the device driver must read the PACK_CNT field to check if any
remaining bytes are in the line buffer. If the line buffer is not empty, the
device driver writes a “1” to the DRAIN field. When the driver sets
DRAIN, the L64853 then drains the data from the line buffer to memory.

To clear PACK_CNT, set FLUSH or DRAIN. FLUSH merely clears
PACK_CNT, whereas DRAIN writes the contents of the line buffer to
memory and then clears PACK_CNT.

The L64853A automatically drains dirty data when one of the draining
conditions is met, so the PACK_CNT and DRAIN functions are not
needed. The DRAINING field is provided to indicate when the L64853A
is draining dirty data. The L64853A automatically clears the DRAINING
field when draining is complete. Refer to Section 4.3, “D-Channel Cache
Operation,” and Section 5.2, “E-Channel Cache Operation,” for more
information on draining.

The L64853A SLAVE_ERR field replaces the L64853 DRAIN field. The
L64853A sets SLAVE_ERR when the L64853A accesses a device with a
certain size encoding, using SIZ[2:0], and that device acknowledges with
a size different than requested using ACK[2:0].

164853 and L64853A Differences
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The 164853 sets the REQ_PEND bit when transfers are taking place to and
from the D-channel. The device driver polls this bit until REQ_PEND is
cleared, and then takes any necessary clean-up action by setting the
FLUSH or DRAIN bits. The L64853A does not use this field; because the
L64853A automatically performs clean-up action, this field is removed.

BYTE_ADDR on the L64853 contains the lowest two address bits of the
next byte to be accessed by the D-channel controller. The L64853A does
not use this field, which reads as zero.

Internal Register Changes A-3
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Appendix B
Customer Feedback

We would appreciate your feedback on this document. Please copy the fol-
lowing page, add your comments, and fax it to us at:

LSI Logic Corporation
Microprocessor Publications
M/S G-812

Fax 408.433.8989

If appropriate, please also fax copies of any marked-up pages from this
document.

IMPORTANT: Please include your name, phone number, FAX number,
and company address so that we may contact you directly for clarification
or additional information. Thank you for your help in improving the qual-
ity of our documents.
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